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from the ratio of FIR to observed (uncorrected) FUV luminosity densities (Figure 8) as a

function of redshift, using FUVLFs from Cucciati et al. (2012) and Herschel FIRLFs from
Gruppioni et al. (2013). At z < 2, these estimates agree reasonably well with the measure-

ments inferred from the UV slope or from SED fitting. At z > 2, the FIR/FUV estimates

have large uncertainties owing to the similarly large uncertainties required to extrapolate
the observed FIRLF to a total luminosity density. The values are larger than those for

the UV-selected surveys, particularly when compared with the UV values extrapolated to

very faint luminosities. Although galaxies with lower SFRs may have reduced extinction,
purely UV-selected samples at high redshift may also be biased against dusty star-forming

galaxies. As we noted above, a robust census for star-forming galaxies at z ! 2 selected
on the basis of dust emission alone does not exist, owing to the sensitivity limits of past

and present FIR and submillimeter observatories. Accordingly, the total amount of star

formation that is missed from UV surveys at such high redshifts remains uncertain.

Figure 9: The history of cosmic star formation from (top right panel) FUV, (bottom right panel) IR,
and (left panel) FUV+IR rest-frame measurements. The data points with symbols are given in Table
1. All UV luminosities have been converted to instantaneous SFR densities using the factor KFUV =
1.15 × 10−28 (see Equation 10), valid for a Salpeter IMF. FIR luminosities (8–1,000µm) have been
converted to instantaneous SFRs using the factor KIR = 4.5 × 10−44 (see Equation 11), also valid for a
Salpeter IMF. The solid curve in the three panels plots the best-fit SFRD in Equation 15.

Figure 9 shows the cosmic SFH from UV and IR data following the above prescriptions,

as well as the best-fitting function

ψ(z) = 0.015
(1 + z)2.7

1 + [(1 + z)/2.9]5.6
M! year−1 Mpc−3. (15)

These state-of-the-art surveys provide a remarkably consistent picture of the cosmic SFH:

a rising phase, scaling as ψ(z) ∝ (1 + z)−2.9 at 3 ∼
< z ∼

< 8, slowing and peaking at some
point probably between z = 2 and 1.5, when the Universe was ∼ 3.5 Gyr old, followed by
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Cosmic Dawn

• Dark Ages: universe consists mostly of low-density HI/He formed after 
recombination.


• Cosmic Dawn: First stars form ~ 400 Myrs after Big Bang


• UV photons from stars reionize the intergalactic medium made of HI/He


• Future generations of star form in nebulae within galaxies, generate 
heavier elements that help seed the chemical makeup of the universe.

z ~ 10z ~ 1100 z < 1

reionization

Credit: NAOJ



Galaxy evolution is traced 
by galaxy properties
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CO luminosities from Equation (17) into molecular gas masses,
and integrating over all halo masses, are able to provide an
estimate for r zH2

( ). The results from this analysis are reported
in Table 6 and shown in Figure 9.

As there is some ambiguity as to how much emission is truly
arising from each redshift window, we calculate an additional set
of estimates, where we assume that all of the power measured
originates from a single spectral line at a given redshift, using the
Daddi et al. (2015) line ratios to generate an estimate for CO(1–0).
With these absolute maxima, we consider two separate scenarios to
further assist in our interpretation of the data. For the first,
which we refer to as the “all MW” scenario, we adopt the Milky
Way value for αCO, where αCO,MW=4.3Me (Kkm s−1 pc2)−1

(Frerking et al. 1982; Dame et al. 2001; Bolatto et al. 2013). In the
second, which we refer to as the “all ULIRG” scenario, we adopt
the value of αCO found from observations of local ULIRGs, where
αCO,ULIRG=0.8Me (Kkm s−1 pc2)−1 (Downes & Solomon
1998). These results are also reported in Table 6 and shown in
Figure 9.

Comparing our results to theoretical estimates, we find that
the mmIME data points are comparable to the theoretical
models, except at z≈2.5, where mmIME is higher than all but
one model. Our maxima from the all-MW estimates lie well
above the ensemble of models. This would appear to place a
cap of ρH2(z)2×108MeMpc−3 across all of cosmic time.

Comparing our results against those previous experiments,
we find that our estimates lie above those from COLDz and
PHIBSS2, being more consistent with ASPECS. We find very
good agreement between mmIME, ASPECS, and COPSS at
z≈2.5, with all three values clustered around 108MeMpc−3.
The discrepancy with the PHIBSS2 data could result from

Figure 9. Constraints on the cosmic molecular gas density as a function of redshift. The results from the analysis presented here (black) are in good agreement with
those from COPSS (red) and ASPECS (white boxes), although they reside somewhat higher than estimates from PHIBSS2 (light gray boxes) and COLDz (dark gray
boxes). A constraint at z≈0 (open circle) from Keres et al. (2003) is also shown. For each redshift bin, we show the maximum power for that redshift assuming that
all measured power comes from that redshift bin, using the Milky Way conversion between luminosity and gas mass (see text; blue triangles), the same assumption
made to place the black points, and the same limit assuming a ULIRG-like conversion (red triangles). For comparison, an ensemble of theoretical models for r zH2

( )
are shown: Obreschkow & Rawlings (2009) is shown as a dotted orange line, Lagos et al. (2011) is shown as a dotted–dashed green line, Lagos et al. (2015) is shown
as a dashed teal line, Sargent et al. (2014) is shown as a dotted blue line, Popping et al. (2014) is shown as dotted–dashed brown line, and Popping et al. (2015) is
shown as a dashed yellow line. The constraints presented here are in broad agreement with this ensemble of models, although constraints at z=2.5 reside at the top
end of the range of predictions.

Table 6
Estimates of the Cosmic Molecular Gas Density

á ñz Redshift r zH2
( ) Absolute Maximuma

Range (107 Me Mpc−3) (107 Me Mpc−3)

All MWb All ULIRGc

1.3 1.0–1.7 -
+7.5 1.8

2.2 13.7 2.5
2.5 2.0–3.1 -

+9.7 2.5
3.2 18.4 3.4

3.6 3.0–4.5 -
+5.1 1.3

1.8 16.0 3.0
4.8 4.0–5.8 -

+2.2 0.6
0.7 14.8 2.7

2.6 2.3–3.3 -
+11.8 4.1

2.8 L L

Notes.
a Assumes all emission arises from a single redshift window.
b Uses αCO=4.3 Me (K km s−1 pc2)−1.
c Uses αCO=0.8 Me (K km s−1 pc2)−1.
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T. Nagao et al.: ALMA reveals a chemically evolved SMG at z = 4.76

Table 1. Observed properties of LESS J033229.4–275619.

Parameter Value Reference
zLyα 4.762 ± 0.002 Coppin et al. (2009)
zCO(2−1) 4.755 ± 0.001 Coppin et al. (2010)
z[CII] 4.7534 ± 0.0009 De Breuck et al. (2011)
z[NII] 4.7555 ± 0.0002 this work
ICO(2−1) 0.09 ± 0.02 Jy km s−1 Coppin et al. (2010)
I[CII] 14.7 ± 2.2 Jy km s−1 De Breuck et al. (2011)
I[NII] 0.630 ± 0.078 Jy km s−1 this work
ICO(12−11) <0.344 Jy km s−1 (3σ) this paper
∆VCO(2−1) 160 ± 65 km s−1 Coppin et al. (2010)
∆V[CII] 161 ± 45 km s−1 De Breuck et al. (2011)
∆V[NII] 230 ± 22 km s−1 this work

emission. Both results are consistent with the synthesized-beam
image shape.

3. Discussion

3.1. Possible AGN contribution

Gilli et al. (2011) reported the presence of a Compton-thick ac-
tive galactic nucleus (AGN) in LESS J0332. If the AGN con-
tributes significantly to the observed far-IR emission lines, its in-
terpretation would become accordingly more complex. Within
this context the CO spectral line energy distribution can help,
since it is sensitive to the heating energy source. CO lines at
high excitation levels are significantly stronger when the molec-
ular gas clouds are affected by the X-ray emission from AGNs
than in cases without AGNs (see, e.g., Spaans & Meijerink
2008). The nearby ULIRG-Quasar Mrk 231 shows strong high-
J CO lines up to J = 13−12, which are properly accounted
for by introducing X-ray dominated regions (XDRs) into mod-
els (van der Werf et al. 2010). At high-z the gravitationally
magnified quasar at z = 3.91, APM 08279+5255 also shows
strong high-J CO lines (Weiß et al. 2007; Bradford et al. 2011),
which are also well described by XDR models. The CO spec-
tral line energy distribution of other star-formation-dominated
high-z galaxies, such as SMM J16359+6612 at z = 2.5 (Weiß
et al. 2005) and IRAS F10214+4724 at z = 2.3 (Ao et al. 2008),
is completely different from that of APM 08279+5255, showing
weaker high-J CO lines (see, e.g., Fig. 14 in Weiß et al. 2007).

By combining our upper limit on the CO(12−11) flux
and the previous measurement of the CO(2−1) flux (Coppin
et al. 2010), we obtain a 3σ upper limit on the flux ra-
tio of CO(12−11)/CO(2−1) of 3.8. This upper limit is incon-
sistent with the CO spectral line energy distribution of the
quasar APM 08279+5255, but is fully consistent with other star-
formation-dominated high-z objects (see Fig. 14 in Weiß et al.
2007). This suggests that the molecular clouds in LESS J0332
are not described by XDR models, i.e., the AGN contribu-
tion to the heating and excitation of the ISM in LESS J0332
is not significant. This is consistent with our earlier study on
LESS J0332 (De Breuck et al. 2011), where we estimated that
the XDR contribution to the [C ii] 158 µm is ∼1.3%, based
on the absorption-corrected X-ray luminosity of L2−10 keV =
2.5 × 1044 erg s−1 (Gilli et al. 2011) and a scaling relation of
L[CII],AGN = 2 × 10−3 L2−10 keV (Stacey et al. 2010).

3.2. Gas metallicity

Based on our [N ii] 205 µm detection and our previous
[C ii] 158 µm detection (De Breuck et al. 2011) in LESS J0332,
the velocity-integrated flux ratio of [N ii]/[C ii] is inferred to be

Fig. 3. Observed [N ii]/[C ii] flux ratios compared with model pre-
dictions. The green hatched range denotes the observed range for
low-z galaxies. The horizontal dashed line shows our ALMA result on
LESS J0332, where the emission-line fluxes are measured by integrat-
ing the best-fit Gaussian function. Dotted magenta lines denote the flux
ratio at the red part (from −350 km s−1 to −150 km s−1) and blue part
(from −550 km s−1 to −350 km s−1) of the lines. The red and blue lines
show Cloudy model results as a function of Zgas with log nHII = 1.5
and 3.0 respectively, while solid and dashed lines denote the models
with log UHII = −2.5 and −3.5, respectively.

0.043 ± 0.008. Unfortunately, there are only few previous mea-
surements on the [N ii] 205 µm line in galaxies (mostly because
this line was not covered by the ISO/LWS wavelength range). In
the nearby universe, the flux ratio of [N ii]/[C ii] is reported only
for M 82 (∼0.050; Petuchowski et al. 1994), Mrk 231 (∼0.067;
Fischer et al. 2010), NGC 1097 (∼0.017; Beirão et al. 2010),
and Arp 220 (∼0.059; Rangwala et al. 2011). Therefore the
[N ii]/[C ii] flux ratio of LESS J0332 is similar to the observed
ratios reported for nearby galaxies, suggesting similar Zgas.

At high-z [N ii] 205 µm has been detected in
HLS J091828.6+514223 at z = 5.24 (Combes et al. 2012),
APM 08279+5255 at z = 3.91, and MM 18423+5938 at
z = 3.93 (Decarli et al. 2012). However, their [C ii] 158 µm line
has not been observed and consequently their [N ii]/[C ii] ratio
is unknown (see Walter et al. 2009b, and references therein).
Therefore our [N ii] 205 µm detection allows us to infer the first
measurement of the diagnostic [N ii]/[C ii] flux ratio at high-z.
Note that there are many [N ii] 122 µm detections in nearby
galaxies (e.g., Graciá-Carpio et al. 2011) and also in a few
high-z galaxies (Ferkinhoff et al. 2011). Although there are
attempts to infer the [N ii] 205 µm flux from the [N ii] 122 µm
emission (e.g., Decarli et al. 2012), this method may introduce
a large systematic error because the flux ratio of [N ii] 122 µm
and [N ii] 205 µm varies by a factor of ∼10, i.e., it is strongly
dependent on the gas density (see Oberst et al. 2006).

To explore the gas metallicity in LESS J0332 more quantita-
tively, we carried out model calculations using Cloudy (Ferland
et al. 1998) version 08.00. Since the [C ii] line arises in both
H ii regions and PDRs, a consistent treatment to connect those
two regions is required to investigate the [N ii]/[C ii] flux ra-
tio. We assumed a pressure-equilibrium gas cloud that is char-
acterized by certain gas densities and ionization parameters
at the illuminated face (nHII and UHII) for each model run.
Here we examine gas clouds with log nHII = 1.5 and 3.0,
and log UHII = −3.5 and −2.5, for Zgas/Z$ = 0.05−3.0. Note
that the gas density in PDRs is higher than log nHII under
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Missing Galaxies

Can we statistically probe all the galaxies?

1

Introduction
1.1 What is Line-Intensity Mapping?

Line-intensity mapping represents an exciting and rapidly emerging new frontier in physical cosmology. It
uses the integrated emission from spectral lines in galaxies and/or the di↵use intergalactic medium to track
the growth and evolution of cosmic structure. The essential idea is to measure the spatial fluctuations in
the line emission from many individually unresolved galaxies, rather than targeting galaxies one by one.
The emission fluctuations trace the underlying large scale structure of the Universe, with the frequency
dependence providing information about the distribution of emission along the line of sight. Unlike traditional
galaxy surveys, which target only discrete objects whose emission lies above some flux limit, defined within
a narrow aperture, intensity mapping is sensitive to all sources of emission in the line. It is therefore
advantageous in studying faint and/or extended emission sources, and has prospects to further the universal
study of galaxy formation/evolution (as opposed to the study of only the galaxies brightest enough to be
imaged directly), in addition to probing the cosmological model in unexplored regimes. Since high angular
resolution is not required, line-intensity mapping is also more economical than traditional galaxy surveys.

Fig. 1 provides a powerful demonstration of the potential gain. It compares the Very Large Array (VLA),
an advanced radio telescope observatory consisting of 27 dishes, with a single-dish carbon-monoxide (CO)
intensity mapping instrument (COMAP), in terms of their ability to observe a 2.5 deg2 sky patch. COMAP
plans to spend ⇠1500 hours observing a field of this size, whereas the VLA would take ⇠4500 hours to
cover the same area. While the VLA would detect only ⇠1% of the total number of CO-emitting galaxies,
COMAP will produce a map of the intensity fluctuations sensitive to emission throughout the field.

Figure 1. A simulated 2.5 deg2 field with galaxy positions (Left) and the corresponding CO intensity map
(Right). Luminosities were drawn from a Schechter function model (Breysse et al. 2016). Sources bright
enough to detect with 1hr of VLA time are marked in red (see Li et al. 2016). (Figure: Patrick Breysse)

Image Credit: Patrick Breysse

Brightest Galaxies

Very Large Array



Most H2 outside galaxies

The theoretical context of the ASPECS 15

Figure 4. The predicted and observed H2 cosmic density assuming ↵CO = 3.6M�/(K km/s pc2) as a function of redshift
predicted from IllustrisTNG (‘Grav’ aperture, top; ‘3.5arcsec’ aperture, center), and the SC SAM (bottom), adopting the GK
H2 partitioning recipe. Solid lines correspond to the cosmic H2 density based on all the galaxies in the entire simulated volume.
Dashed lines correspond to the cosmic H2 density when applying the ASPECS selection function. Shaded regions mark the
0th and 100th percentiles, two-sigma, and one-sigma scatter when calculating the H2 cosmic density in 1000 randomly selected
cones that capture a volume representing the ASPECS survey. Observations are from ASPECS (dark (light) grey mark the one
(two) sigma uncertainty), COLDZ (Riechers et al. 2018), and from Saintonge et al. (2017) at z = 0.

Credit: Popping et al. (2019)

from ASPECS 
galaxies

from ASPECS 
volume

Galaxy surveys will not capture most of the molecular hydrogen,


particularly at high redshifts.



LIM Measurements



Line Intensity Mapping

• Measures aggregate intensity in large 2D pixels in multiple frequency bins


• Large aperture accepts low angular resolution for high sampling


• Not correlated across frequency bands — separable from continuum


• Maps large areas — reduces cosmic variance

Credit: Li et al. 2015
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FIG. 1.— Input and output of our modeling process, i.e. initial dark matter halos and final CO intensity map (details in §2.2). These plots illustrate one
realization of the pathfinder experiment’s survey volume (§2.4 and Table 2), while the full experiment’s survey area is 2.5 times larger. Top: Halos in the
3D volume, rendered to scale in comoving distance. Along the line-of-sight direction, we label the equivalent cosmological redshifts and redshifted CO(1-0)
frequencies. Middle: 2D projections of halo positions. The left image shows the “front” view of halos that would fall into the highest 40 MHz frequency channel,
or lowest redshift slice. The pathfinder beam size is shown for scale. The right image shows the “side” view of halos to a depth of 6 arcmin, or one beam
width. Bottom: CO intensity map produced by our fiducial model. The slice volumes are the same as above, albeit with comoving depth converted to observed
frequency. The same large-scale structure is readily apparent in both images, even with the lower resolution of the intensity map. The analysis in this paper relies
on the power spectrum of this map (see Fig. 3).

et al. 2013). Our current understanding of star formation and
gas content in this epoch is incomplete, and largely limited
to the bright end of the relevant populations. In the longer
term, observations at these redshifts could serve as a stepping
stone for future CO observations that reach into the epoch of
reionization (Carilli 2011; Gong et al. 2011; Lidz et al. 2011).

Previous predictions for the intensity of the CO signal vary
by more than an order of magnitude (Breysse et al. 2014, at
z ⇠ 3). The wide range simply reflects the current scarcity
of data for typical high-redshift galaxies. It is possible to di-
rectly simulate these galaxies, but such simulations are expen-
sive and still are quite uncertain. These uncertainties suggest

a need for alternative probes of high-redshift galaxy popula-
tions, especially over numbers and/or volumes currently inac-
cessible to traditional surveys.

Given the modeling uncertainties, predictions of the ex-
pected signal will only go so far, at least until a measurement
is attempted. Here we also ask, what could we learn from in-
tensity mapping if a measurement is made? More precisely:
given hypothetical but tractable intensity mapping observa-
tions, what can we infer about the properties and distribution
of the underlying galaxy population? To our knowledge, this
question has not yet been directly addressed in the literature.
Here we put these questions in the context of CO surveys that

Credit: NASA



16 Science Goals

Figure 11. Comparison between predicted constraints on star-formation rate density from CO intensity
mapping and from existing FUV (grey points) [91] and GRB (orange points) data [99]. Solid black curve  (z)
shows fit to FUV data [91]. Blue curves show ±1� SFRD uncertainty forecast with CO intensity mapping,
taking into account foregrounds and noise. Dashed magenta lines include a 10% model uncertainty in the
adopted CO-FIR and FIR-SFR relations. From Breysse et al. [96]. (Courtesy of Ely Kovetz)

mapping is capable of measuring the cumulative signal from all of these very faint sources and is therefore
one of the most promising probes of Pop III stars. In [100], the He II intensity mapping signal was estimated
as a function of redshift. It was shown that the Pop III signal may dominate over the contribution from
quasars and Wolf-Rayet stars, and could potentially be measured at z ⇡ 10 with high signal-to-noise by a
space-based instrument that could be built in the relatively near future. Another desirable feature of the
He II 1640 Å line is that (much like Ly↵) it requires no metal enrichment. In principle its intensity maps
could be observable at very high-redshift before large quantities of metals have been produced. Thus, it may
be a promising line to cross correlate with 21-cm emission during the EoR.

Beyond single-line cross-correlations, molecular line physics enables cross-correlation between lines of iso-
topologues, for instance 12CO and 13CO, providing probes into the density of cosmic molecular gas, on top
of the inherent ratio between the two isotopologues as a function of redshift [102]. The spectral proximity
of the two emission lines (rest �⌫ = 5 GHz) allows current and planned experiments to measure both lines
simultaneously, minimizing noise that may arise from systematics between di↵erent experiments. While the
13CO is subdominant to the 12CO at any given frequency, the cross-correlation between the two lines can
expose this information, which is a function solely of the molecular physics and demographics. Breysse and
Rahman [102] demonstrate that constraints of this cross-correlation from currently planned experiments will
provide information on the molecular gas distribution, as well as the isotope ratio of 12CO and 13CO; the
former directly related to the mechanism of star formation, the latter to star-formation history. This probe
can potentially provide direct insight into the physics of star formation at a redshift previously inaccessible.

Finally, intensity mapping surveys are well-suited to measuring the integrated emission from faint sources
of emission. A substantial fraction of the baryons in the Universe reside in di↵use, faintly-glowing phases
of the IGM, and have thus proven di�cult to detect and characterize [103, 104]. A recent Ly↵ intensity
mapping analysis was able to measure some properties of the faint IGM [105]. Similar techniques can be
used to further constrain the density, evolution, and clustering behavior of the IGM, and will complement
other probes such as the kinetic Sunyaev-Zeldovich e↵ect [106].

IM Status Report 2017

Credit: Patrick Breysse

 The frontier in  completing the physical story of cosmic history is  to 
understand cosmic reionization -- the transformation of neutral hydrogen, 
mostly located outside galaxies in  an intergalactic medium (IGM) -- into 
an ionized state. Neutral hydrogen first formed 370,000 years after the 
Big  Bang and released the radiation presently observed as  the cosmic 
microwave background (CMB)1.  Initially devoid of sources of light, the 
universe then entered  a period termed the ‘Dark Ages’2 until the first stars 
formed from overdense clouds of hydrogen gas that cooled and collapsed 
within early cosmic structures. Observations of distant quasars3 
demonstrate that  the IGM has been highly ionized since the universe was 
~1 billion years old, and the transition from a neutral medium is 
popularly interpreted as arising from ionizing photons with energies 
greater than 13.6eV (wavelength !<91.2 nm) generated by primitive stars 
and galaxies4 (Fig. 1).

Astronomers wish to confirm the connection between early galaxies 
and reionization because detailed  studies of this period of cosmic history 
will  reveal the physical  processes that originally  shaped the galaxies of 
various luminosities  and masses we see around us today. Alternative 
sources of reionizing photons include material collapsing onto early black 

holes that  power active galactic nuclei, and decaying elementary 
particles. Verifying that star-forming galaxies were responsible for 
cosmic reionization requires understanding how many energetic 
ultraviolet (UV) photons were produced by young stars at early times  and 
what fraction of photons capable of ionizing hydrogen outside galaxies 
escaped without being intercepted by clouds of dust  and hydrogen within 
galaxies.  Astronomers desire accurate measurements of the abundance of 
early galaxies and the distribution of their luminosities to quantify the 
number of sources producing energetic photons, as  well as a 
determination of the mixture of stars, gas, and dust  in galaxies to 
ascertain the likelihood the UV radiation can escape to ionize the IGM5,6. 
The Lyman " emission line, detectable using spectrographs on large 
ground-based telescopes, is a valuable additional diagnostic given it is 
easily erased by  neutral  gas  outside galaxies7-12. Its observed strength in 
distant galaxies is therefore a sensitive gauge of the latest time when 
reionization was completed. 

In this primarily observational review, we discuss substantial  progress 
that now points towards a fundamental  connection between early galaxies 
and reionization.  Recent observations with  the Hubble Space Telescope 

Robertson, B. E., Ellis, R. S., Dunlop, J. S., McLure, R. J. and Stark, D. P., Nature 468, 55 (2010)

Early star-forming galaxies and the 
reionization of the Universe

Star forming galaxies represent a valuable tracer of cosmic history. Recent observational progress with 
Hubble Space Telescope has led to the discovery and study of the earliest-known galaxies corresponding 
to a period when the Universe was only ~800 million years old. Intense ultraviolet radiation from these 
early galaxies probably induced a major event in cosmic history: the reionization of intergalactic 
hydrogen.  New techniques are being developed to understand the properties of these most distant 
galaxies and determine their influence on the evolution of the universe.
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*Department of Astronomy, California Institute of Technology MC 249-17, Pasadena CA 91125 USA
¶Institute for Astronomy, University of Edinburgh, Edinburgh EH9 3HJ, UK
§Institute of Astronomy, University of Cambridge, Cambridge CB3 0HA, UK

Figure 1: Cosmic Reionization The transition  from the neutral 
intergalactic medium (IGM) left  after the universe recombined at z~1100 
to  the fully ionized IGM observed today is termed cosmic reionization.  
After recombination, when the cosmic background radiation (CBR) 
currently observed in microwaves was released, hydrogen in the IGM 
remained neutral until the first stars and galaxies2,4 formed at z~15-30.  
These primordial systems released energetic ultraviolet photons capable 

of ionizing local bubbles of hydrogen gas.  As the abundance of these 
early galaxies  increased, the bubbles increasingly overlapped and 
progressively larger volumes became ionized.  This reionization process 
completed at  z~6-8, approximately 1 Gyr after the Big Bang.  At lower 
redshifts, the IGM remains highly ionized through radiation provided by 
star-forming galaxies and the gas accretion onto supermassive black 
holes that powers quasars. 

6 Science Goals
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Figure 5. Distance scales that are nominally reachable by current and future large-scale structure surveys,
as a function of redshift (left vertical axis) and comoving distance to last scattering (right vertical axis). The
red dotted lines show how the dark energy density is expected to change with redshift (assuming w ' �1),
while the blue solid/dashed lines correspond to multiples of the Hubble scale, kH ⇠ H, as a function of
redshift. The black curved lines show the Limber-approximated Fourier wavenumbers corresponding to
several spherical harmonic wavenumbers, `, as a function of redshift. The shaded gray region shows modes
with wavelengths larger than half the sky, and the thick black line shows the matter-radiation equality scale,
keq, where the matter power spectrum turns over. (Courtesy of Phil Bull)

equality scale keq ⇡ 10�2 Mpc�1, which marks the turnover in the matter power spectrum (the closest so
far is BOSS [42]).

Forthcoming wide-field galaxy surveys (blue region) will be able to extend our reach to much larger scales,
beyond the matter-radiation equality scale, and perhaps even out to the Hubble scale (k ⇠ H0). This regime
is particularly interesting for performing tests of general relativity and detecting signatures of primordial
non-Gaussianity, as discussed below. Intensity mapping has a definite role to play here, as while the planned
galaxy surveys will be able to reach the low-k regime in principle, they are not optimized for the task, and
will likely struggle to mitigate a variety of large-scale systematic e↵ects. Intensity mapping surveys tend to
be cheaper and enjoy much faster survey speeds than optical galaxy surveys, as so it is plausible to design
specialized surveys to study the very largest scales. An example of such a survey is SPHEREx, a space-
based mission that will be surveying the entire sky with low resolution spectroscopic observations adequate
for intensity mapping [16]. While not strictly optimized for the task, 21cm intensity-mapping experiments
with large fields of view (e.g. SKA1-MID, CHIME and BINGO) should also be better suited to recovering
large angular scales, especially at higher redshifts.

Intensity mapping is also invaluable for reaching higher redshifts (green region). Beyond z ⇠ 3, optical and
near-IR galaxy surveys become much more di�cult due to a combination of the large distances involved
and the redshifting of the emission of the galaxies. The only currently planned galaxy surveys in the z & 3
regime will cover comparatively small areas (e.g., HETDEX [43]). Intensity mapping is better suited for
studying large-scale structure at high redshift, as the dilution of the signal—the aggregate emission from
many galaxies, instead of just one—is less severe with distance/redshift.
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Multi-line IM opens ISM window
• Molecular regions: CO, [CI], [CII]


• CO is a ladder of lines with rotation transitions J→J-1


• HII regions: Hα, [NII], [OIII] & more


• Lines sourced by different regions trace different galaxy 
properties


• e.g. low-J CO traces H2; [CII] and high-J CO traces 
SFR; [NII]/[CII] ratio traces metallicity

EXCLAIM (E. Switzer, PI)

1 Introduction

1.1 Cold and Neutral Gas Reservoirs: Keys to Unlocking the Cosmo-

logical Evolution Puzzle

The cosmological standard model o↵ers a spectacularly successful explanation of measure-
ments of the Cosmic Microwave Background (CMB), large-scale structure, and the geometry of
the universe. Within this context, dark and baryonic matter collapsed to form the first luminous
objects, which in turn reionized the intergalactic medium. The rate of star formation accelerates
from this formative era until z⇠2, after which it declines by a factor of ⇠20 to the present
[22, 70]. In contrast, the dark matter structure grows over 100-fold during that period of decline
[108]. Furthermore, only 5% of the baryons condense into stars and their remnants [44]. An
understanding of why star formation breaks away from cosmological evolution requires new mea-
surements of the gaseous precursors to stars. The EXperiment for Cryogenic Large-aperture
Intensity Mapping (EXCLAIM) responds to this need by conducting a complete, blind
census of CO and [C ii] emission to trace star formation in windows across 0 < z < 3.5.

Figure 1: EXCLAIM measures CO and [C ii]
emission, which traces key phases of gas in the
interstellar medium that are associated with star
formation. Measurements of this emission over
cosmic time will address the causes of a dramatic
decline in the star formation rate since z⇠2.

Star formation is the endpoint of a chain
of processes shown in Fig. 1. Ionized gas
in the intergalactic medium streams into a
galaxy, where it can become neutral, cool
to molecular gas, and collapse into stars.
Radiation from the stars produces a local
region of photo-disassociation and ionization.
H2 has no permanent dipole moment, so
does not have low energy rotational dipole
transitions that can be used to directly trace
the molecular gas reservoir [12]. However,
CO coexists with H2 and provides a ladder
of lines from its J=N!N�1 transitions at
frequencies ⇡N ·115GHz. Emission from this
ladder traces the properties of the molecular
gas in the ISM [22, 33, 36, 95].

Star formation excites the 157.7 µm
(1900GHz) 2

P3/2 ! 2
P1/2 fine structure tran-

sition of singly-ionized carbon ([C ii]) in several
phases of the ISM. [C ii] is the brightest far-IR

cooling line of star-forming galaxies, emitting as much as 0.65% of the typical LFIR⇠1012L�
far-IR luminosity of the host [110]. In the Milky Way and nearby normal galaxies, [C ii] is found
in almost equal parts [32, 83, 84] in all of the regions of Fig. 1. There is a well-established
log-linear relation between [C ii] and the star formation rate (SFR) [35, 54, 84] which becomes
more complex at high redshift [21, 64, 119], and as a function of metallicity [32, 106].

EXCLAIM’s primary science goal is to deepen our understanding of galaxy evolution
0 < z < 3.5 using CO and [C ii] as tracers of the ISM of typical, rather than exceptional
galaxies. EXCLAIM will address the questions: 1) what factors contribute to the rapid decline
in star formation after z⇠2, relative to continued growth in dark matter clustering?, 2) what
is the typical abundance, excitation, and evolution of the molecular gas which forms stars?, 3)
how well does CO trace H2 in our galaxy?, 4) is intensity mapping a viable approach to push to
high redshift? Namely, is [C ii] a reliable tracer of star formation outside the local universe, or

2

Credit: E. Switzer



Halo Luminosities are             
Mass-dependent (mostly)

• Halo luminosities are just sums over all constituent galaxy 
luminosities


• Galaxy luminosities should be a function of galaxy properties


• Assumption: Halo mass and redshift determine distribution of 
galaxy properties


• Result: Halo luminosities should be functions of halo mass 
and redshift


• Distribution of halo masses given by halo mass function n(M)


• n(M)dM = number density of halos within mass range          
[M, M+dM]

Credit: Caterpillar Simulation

of Milky Way (Kaley Bauer, MIT)



Line intensities sourced by halos

• An intensity measurement can measure     at redshift z and potentially L(M).


• Requires priors on cosmology and halo-mass function


• L(M, z) is sourced by the luminosities of individual galaxies of the host halo.
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Power spectra probes 
Line Intensity

• Variance of Fourier modes in intensity map.


• Separates signal from large scale foregrounds


• Sourced by Pm(k) from large-scale structure


• Probes (bI); U ~ <L2> in constant term tough to 
probe


• b = clustering bias; (mostly) set by n(M)
Figure 2. 3-D auto-correlation power spectra of EoR [CII] and intermediate-z CO in the TIME-Pilot band. Red, blue,
and green curves mark [CII] power from the ‘High,’ ‘SFR’, and ‘Millennium’ estimates, respectively, described in the text.
The tan-colored lines show power in CO: the upper curve includes all the CO-emitting galaxies, the lower broken curves
show the power after masking to various depths.

3. CRYOGENIC AND MECHANICAL DESIGN
TIME-Pilot will use an existing closed-cycle cryostat (Fig. 3). The cryostat is cooled with a Cryomech PT-415
4 K refrigerator which provides a base temperature < 4 K. It also includes two custom lower-temperature stages:
a recirculating 4He system for 1 K and a 3He dual sorption system for 300 mK. A second 3He stage which will
cool the gratings and detectors to a stable 250 mK. We will add a 300 mK enclosure around the spectrometers
and high-permeability magnetic shielding. The 4K stage will provide the cold stop at a pupil, and the 1 K stage
will house the final polyethylene reimaging lens.

4. OPTICS
TIME-Pilot will couple to the telescope using relay optics that form an image of the primary mirror inside the
cryostat, and a 4K cold stop will be installed at this location to reduce stray light. The beam is converted by a
cold (1K) high density polyethylene lens, with a porous teflon AR coating, to a telecentric f/3 focus. A set of
metal-mesh low-pass edge (LPE) filters and dielectric blocking filters will be used to reduce the optical loading
on the 300 mK stages, while a metal-mesh LPE combined with the feedhorn will define the bandpass.

5. SPECTROMETERS
TIME-Pilot will measure 3-D fluctuations created by [CII] emission in galaxies from 5 < z < 9, using 32
independent single-beam, single-polarization spectrometers, as showing in Fig. 3 and Table 1, and described in

Proc. of SPIE Vol. 9153  91531W-4
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Credit: Crites et al. 2014
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How can LIM probe galaxies?

1. Easy if that property is proportional to L; lets 
you measure the property directly


2. Not easy if the property is not proportional to 
L; must measure L(M)→ property(M)→ 
property density
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Large Spread for LIM models
• Models for lines vary greatly


• Tend to agree where models are calibrated 
(1011-12 Msun)


• Tend to disagree where they are not (high 
redshifts/low masses)


• True for both empirical, ad hoc models, semi-
analytic models (SAMs), and simulations

Yang, Somerville, AP+ (2021)



LIM can constrain L(M) models

• We can write     in terms of L(M) parameters


• Use your favorite MC sampler to measure the parameters


• Will need reasonable priors on parameters to make them not fully degenerate
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L[CII](M, z) =

✓
M

M1

◆�

e�N1/M

✓
(1 + z)2.7

1 + [(1 + z)/2.9]5.6

◆↵

[CII] model (Padmanabhan 2019)
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dM n(M, z)L(M, z)



Parameters → L(M)?

L(M) is drawn from a 

parameter posterior distribution

parameter vectorparameter 
distribution

Assumptions: (1) Expand L(M) to first-order in (p-<p>); (2) Make f(p) a multivariate Gaussian

Example: p = {α,β,M1,N1} for [CII] model

parameter covariance matrix
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hL(M)i = L(M |hpi)
<latexit sha1_base64="Ae6M8vUeMflZtyJ0mXBDUpTR4M0=">AAACaniclZHLSgMxFIYz463WW62gSDfBKuimzIioG0F046JCBatCZxzOpJkazGSGJCOUsQtf0Z1P4MaHMG1HvG48EPjznZyTkz9hypnSjvNi2ROTU9Mzpdny3PzC4lJluXqlkkwS2iYJT+RNCIpyJmhbM83pTSopxCGn1+H96TB//UClYom41P2U+jH0BIsYAW1QUHnyFOvFcLvbaW6f7/j4CHsCQg6BF4O+C6M8HTQfg9zjIHqcfkJPjsDAI91Ef+DTYvuvDkGl7jScUeDfwi1EHRXRCirPXjchWUyFJhyU6rhOqv0cpGbE9Ct7maIpkHvo0Y6RAmKq/Hxk1QBvGdLFUSLNEhqP6NeKHGKl+nFoTg4nVT9zQ/hXrpPp6NDPmUgzTQUZXxRlHOsED33HXSYp0bxvBBDJzKyY3IEEos3vlI0J7s8n/xZXuw13v7F3sVc/PinsKKEa2kDbyEUH6BidoRZqI4JerQVr1Vqz3uyqvW7Xxkdtq6hZQd/C3nwHJyO9xg==</latexit>

�2[L(M)] = rpL|hpi ·C ·rpL|hpi



Example: L(M) & SFR(M) limits
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L[CII] / SFR1.7
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EXCLAIM Collaboration



EXCLAIM - CO & CII Mapper

• What factors led to the dramatic decline in 
star formation from z ~ 2 to the present?


• What is the typical abundance and excitation 
of the molecular gas which forms stars?


• What is the abundance of H2 in the Milky 
Way?


• Is intensity mapping a viable option to probe 
high redshifts?

The EXperiment for Cryogenic Large-Aperture Intensity Mapping

PI: Eric Switzer (NASA Goddard)

EXCLAIM will address the

following outstanding questions:



Method: Cross-correlations

• Cross-correlation with BOSS for primary science

• Large area: Cross-correlation can/should go wide; in 

contrast, auto-power aims for SNR~1 per mode.

• Access linear and nonlinear scales (k ~ 0.03 - 1 h Mpc-1).


• Conventional flight from Fort Sumner, NM: well-matched 
to BOSS-South region & Stripe 82, simple logistics, high 
recovery rate, more flights


• Engineering flight (Oct 2022): one spectrometer, sky dips to 
verify atmospheric line model; preliminary galactic and 
extragalactic science.


• Science flight (Oct 2023): 6 spectrometers

• Versatile platform for testing FIR spectrometer technology 

in space-like environment.

Extragalactic field: 8 PM - 4 AM, 320 deg2

using 10! Az scan

Galactic field: 4 AM - 6 AM, 90 deg2

using 10! Az scan



High-Altitude Atmosphere

EXCLAIM observes through windows in the upper 
atmosphere at 36km (purple) that can only be 
exploited using all-cryogenic optics and narrow-band 
measurements. Averaged over R = 512 bands, an 
all-cryogenic telescope in this window is ~100x 
faster than a 300K telescope, turning 33 days of 
integration into 8 hours. Test detectors in space-like 
conditions. 

Warm optics

Cryo optics

Our detectors

Δν(bright lines) ~ 5 GHz

Δν(spectrometer) ~ 1 GHz



EXCLAIM Science Goals

A. Pullen (Science Lead)

Map both CII and CO, including coverage of adjacent CO

ladder emission at common z. R=512, ν=421-540 GHz,

~400 deg2, BOSS Cross-correlation.

CII: BOSS QSO correlation for 2.5 < z < 3.5.  Definitive test of

CII brightness in Yang, AP, Switzer 2019.

CO:

• MAIN 0 < z < 0.2 for J=5-4, J=4-3

• LOWZ 0.2 < z < 0.4 for J=6-5, J=5-4

• CMASS 0.4 < z < 0.7 for J=7-6, J=6-5

• eBOSS for z > 0.7 and higher J

• Decarli et al 2016 find 3-10x decline in H2 from z=2 to 0.

     IM is sensitive to integral emission and bias.

Both [CII] and CO lines will measure SFRD

 -> Forecasts coming soon!

EXCLAIM

Yang, AP, Switzer 2019



Upcoming LIM

Science Applications



LIM Lensing Cross-correlations

• LIM lensing cancel the low-redshift part in CMB 
lensing, probing structure at very high redshifts


• Line interlopers could bias this signal


• “LIM-pair” estimators are biased by bispectrum 
(κgg) and trispectrum (gggg) terms


• Cross-correlating the LIM-pair estimator with 
CMB lensing can drastically reduce this bias

Credit: Maniyar, Schaan, AP (2021)
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From Eq. (1), we infer all the auto- and cross-spectra
of LIM lensing, galaxy lensing and CMB lensing, in the
flat sky and Limber approximations:

C
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◆
.

(4)
As shown in Fig. 1 for CMB lensing and LIM lensing

at redshifts 5 and 6, these lensing kernels span the whole
redshift range between the source and the observer. How-
ever, interestingly, Eq. (2) shows that the lensing kernels
have a very simple dependence on the lens distance �:
apart from the common overall scale factor, they are sec-
ond order polynomials in �. Such a polynomial is only
determined by three coe�cients. An appropriate linear
combination of three lensing kernels is therefore su�cient
to null these three coe�cients, thereby exactly nulling the
combined lensing kernel out to the redshift of the clos-
est source [20–22]. More specifically, for three sources at
distances �1 < �2 < �3, the linear combination

W(�, �3) + ↵W(�, �2) � (1 + ↵)W(�, �1) (5)

with

↵ =
1/�3 � 1/�1

1/�1 � 1/�2
(6)

is mathematically null for �  �1. In other words, the
linear combination 3 + ↵2 � (1 + ↵)1 is only sensitive
to the matter distribution from � > �1.

Fig. 1 illustrates two applications of the nulling
method, using LIMs at high redshift. First, we use one
LIM at z = 5 and two galaxy lensing tomographic bins
at z = 1, 1.5 from e.g., Rubin Observatory. The nulling
combination of these three allows to exactly null any
contribution to lensing from z  1, providing a probe
of the z = 1 � 5 Universe. This probe is valuable be-
cause of its redshift range, di�cult to access otherwise.
Because this gives the projected matter density field di-
rectly, it avoids the need to model the galaxy-halo con-
nection (e.g., galaxy bias).

The second application shown in Fig. 1 uses two LIMs
at z = 5, 6 and CMB lensing. The nulling combination
allows to extract selectively the z = 5 � 1100 Universe,
exactly nulling any contribution from z  5. This dis-
entangles the contribution from the dark ages, cosmic
dawn and the epoch of reionization from the otherwise-
dominant low-redshift Universe, yielding a unique probe
of the pre-reionization Universe.

In either case, whether we construct Null from LIM
and galaxy lensing, or from LIM and CMB lensing, we
will be cross-correlating Null with CMB lensing. In-
deed, the CMB lensing kernel fully overlaps with the
nulled lensing kernel, such that hNullCMBi is non-zero
and probes the same exact redshift range as Null. Fur-
thermore, we will show that this combination is free of
interloper bias, when LIM lensing is measured with the
LIM-pair estimator.
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FIG. 1. While the Universe’s properties are very well con-
strained at low redshift from galaxy surveys and at high red-
shift with the CMB, many parts of its history remain unex-
plored. Top: By combining LIM lensing (dashed black) at
z = 5 with galaxy lensing at z = 1, 1.5 (dashed blue and
green), we construct a linear combination sensitive only to
z = 1 � 5. Bottom: By combining CMB lensing (dashed
black) and lensing from two LIMs (e.g.,from z = 5 in green
and z = 6 in blue), one can construct a linear combination
which exactly nulls the signal from low redshift (Null in red).
This o↵ers a potential new probe of the Dark Ages, comple-
mentary to 21 cm. However, achieving these futuristic goals
requires controlling the foregrounds in LIM, which is the goal
of this paper.

In the rest of this paper, we focus on a necessary step
towards this futuristic prospect: suppressing interloper
contamination in LIM. We show that cross-power spec-
trum of the form C

̂LIM̂CMB
L can be measured without

interloper bias, thanks to the LIM-pair estimator. As a
result, the cross-spectrum C

̂Null̂CMB
L can also be mea-

sured free of interloper bias. These cross-spectra probe
exclusively the high-redshift Universe. In what follows,
we focus on CMB lensing rather than galaxy lensing, but

z

6

ondary bias for ̂XY ̂XY is small and can potentially
be neglected. In short, combinations from two LIMs
X and Y cannot suppress all the interloper bias terms,
but the auto-spectrum of the “LIM-pair” lensing esti-
mator appears to su�ciently reduce them. While the
bias to ̂XY ̂XY appears negligible (secondary bispec-
trum only), our bispectrum calculation only includes the
1-halo term, such that it is only a lower limit. Further-
more, the secondary bias may be larger when considering
di↵erent pairs of lines. The interloper biases for the var-
ious combinations are shown in Fig. 4. Interestingly, in

FIG. 4. Even with two LIMs X=Ly-↵ and Y=[Cii]
at z = 5, whose interlopers are independent, one cannot
avoid all the interloper biases. The combinations ̂XX ̂XX

(green), ̂XX ̂XY (red) and ̂XY ̂XY (cyan) are dominated
by the residual secondary bispectrum term. The combina-
tions ̂XX ̂Y Y (blue) and ̂XX ̂CMB (grey) are dominated
by the residual primary bias. However, the cross-correlation
of the LIM-pair estimator and CMB lensing, i.e. ̂XY ̂CMB

(purple) is entirely free of interloper bias. This is the main
result of this paper.

Fig. 4, the interloper bias to lensing is very di↵erent for
̂XX ̂XY and ̂XY ̂XY , even though they are both dom-
inated by secondary bispectrum-like terms. We explain
this in App. C.

Using three LIMs X, Y and Z from the same redshift,
with independent interlopers, still does not avoid all the
interloper biases. If four LIMs X, Y , Z and W were
available from the same redshift, with independent inter-
lopers, the combination ̂XY ̂ZW would be entirely free
of interloper bias. Although one may hope to use CO,
[Cii], Ly-↵ and 21 cm LIMs from the same redshift, this
prospect remains futuristic.

B. Avoiding all the biases via CMB lensing
cross-correlation

In order to further suppress interloper biases, we now
turn to cross-correlations of LIM-lensing with CMB lens-

ing. The combination ̂XX ̂CMB is free of trispectrum
and secondary bispectrum bias, but it still su↵ers from
the primary bispectrum. As a result, it does not reduce
the interloper bias, as illustrated in Fig. 4.

On the other hand, the combination ̂XY ̂CMB is en-
tirely free of interloper biases: it is not a↵ected by the
primary and secondary bispectra, nor the trispectrum.
This is the main result of this paper: LIM lensing can
be measured without any interloper bias, when cross-
correlating the LIM-pair estimator with CMB lensing.
Given the uncertain and potentially large interloper bi-
ases for the standard LIM lensing estimators, this con-
stitutes a dramatic progress.

C. Detectability: Signal-to-noise ratio

In this section, we answer the question of the de-
tectability of the C

̂LIM̂CMB
L and C

̂null̂CMB
L i.e. the cross-

spectrum of the CMB lensing with LIM-pair estimator
and the ”nulled” estimator respectively by computing
its expected SNR. We consider an idealized and futur-
istic experiment, signal-dominated in the LIMs out to
`max LIM = 300�1500. Our SNR calculation is described
in detail in App. D. While it is technically an upper limit,
we expect it to also be a good approximation to the truth.
In short, we adopt the Gaussian SNR formula, including
the lensing noise N

(0) as well as the non-Gaussian terms
Bp, Bs, and T from interlopers in the noise for C

̂LIM̂LIM
L .

As ̂Null is constructed through a combination of ̂XY

and ̂CMB, the XY part adds a secondary bispectrum
bias which as we show in Fig. 4 is quite small and can be
neglected here. Thus we consider only the N

(0) terms for
C

̂Null̂CMB
L SNR calculation. The various angular resolu-

tions assumed are conservative for the lines we consider
(Ly-↵ and [Cii]). For instance, an experiment like CON-
CERTO [48] should measure the [Cii] line at z = 5 with
0.240 resolution, significantly higher than assumed here.
SPHEREx [49, 50] is expected to produce a Ly-↵ LIM at
z = 5 with 600 resolution, even much higher. As Fig. 5
shows, the SNR on C

̂LIM̂CMB
L may reach several 10s of �,

allowing for a significant detection of the LIM ⇥ CMB
lensing cross-power spectrum. At the same time the SNR
for C

̂Null̂CMB
L is slightly lower which is expected but it

may still be significantly detected with an experiment like
we have considered here. For the detector noise, an ex-
periment with sensitivity like CONCERTO over a large
sky fraction will be required for such a detection whereas
the sensitivity of a SPHEREx like experiment may not be
su�cient. As for any LIM forecast, the theoretical uncer-
tainty on the LIM power spectra at high redshift is very
large, which may a↵ect our conclusions. We relied on the
halo model predictions from [42, 43], whose LIM power
spectra were found in agreement with the literature.

While upcoming experiments may be limited by sensi-
tivity and sky coverage, a futuristic experiment such as
the one we considered here can thus detect LIM lensing
with the LIM-pair lensing and the null combination, in



Limitations when measuring L(M)

• Clustering bias depends a little on L(M); makes even 
linear L-SFR relations difficult to probe


• Lgal is typically nonlinear and multi-dimensional in 
galaxy properties; e.g. L[CII](SFR,Z)


• Line luminosity ratio relations to galaxy properties, 
e.g. Z=f([CII]/[NII]), require a lot of questionable 
assumptions to use
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L[NII]
=
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dM n(M)L[CII](M)R
dM n(M)L[NII](M)
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Interpreting LIM is challenging!

• Hopes for measuring H2 rely on a constant αCO = MH2/LCO


• Different scaling assumptions can lead to very different 
results


• The Santa Cruz SAM predicts non-uniform αCO which 
greatly affects a ρH2 measurement


• Methods that sample L(M,z) and its physical sources 
directly may be necessary

Breysse, Yang, Somerville+ (2021)



Semi-Analytic Modeling
• We use SAMs to paint star formation and 

galaxy evolution models onto DM halos in 
N-body sims


• Much more accurate than “scaling relations” 
from low-z observations, yet a fraction of 
the runtime of hydro sims


• Calibrated to hydro sims and observations


• Built to include nonlinear effects, i.e. stellar 
feedback, ionization, gas heating

“Santa Cruz” semi-analytic model:  Rachel Somerville & collaborators

Credit: Illustris
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line ⌫0 [GHz] redshift range for COMAP fiducial survey redshift range for EXCLAIM fiducial survey
CII 1901.0 - 2.5-3.6

CO J=1-0 115.3 2.4-2.8 -
CO J=2-1 230.5 5.8-6.7 -
CO J=3-2 345.8 9.2-10.0 -
CO J=4-3 461.0 - 0.0-0.1
CO J=5-4 576.3 - 0.0-0.4
CI J=1-0 492.2 - 0.0-0.2
CI J=2-1 809.4 - 0.4-1.0

Table 3. Redshift range of line emitters observed in the two fiducial surveys. The second column shows the rest-frame frequencies of emission
lines simulated by sub-mm SAM. The third column shows line emitter redshift ranges for the COMAP fiducial survey, for which the observed
frequency window is 30-34 GHz. The fourth column shows line emitter redshift ranges for the EXCLAIM 420-540 GHz fiducial survey. “-”
means that the corresponding emission line will not be observable in the frequency window of the relevant fiducial survey.

Figure 4. Mock intensity maps for the EXCLAIM fiducial survey. The left figure in each panel shows the intensity map at observed frequency
480.00 - 480.23 GHz (“front view”). The right figure shows a “side view” of the intensity map at DEC= -2’ - 2’. 1): [C II] intensity map . 2)
CO and CI interloper lines intensity map. 3) CIB intensity map. 4). MW continuum foreground intensity map. 1), 2) and 3) are generated by
the Santa Cruz SAM + sub-mm SAM. 4) is generated by the P�SM package.

LIM Mocks

[CII] 
z = 3

Interlopers

(CO, CI)

CIB
Milky Way

Yang, Somerville, AP+ (2021)



L(M) empirical models

Yang, Popping, Somerville, AP+ (2021)

SAM results vs. 
fitting functions



Conditional Galaxy Property Distribution

• CGPD (Φ) encodes all information on the current state of galaxies (given M and z)


• g = {MH2, SFR, M*, Rd, Z} (N = 5 major galaxy properties)


• LLR’s z-dependence only due to the gas-heating CMB


• Assumes galaxy luminosities are universal (not explicitly halo-dependent)

Conditional 
Galaxy Property 

Distribution

Line Luminosity 
Relation
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Li(M, z) =

Z
dNg�(g|M, z)Li(g, z)

i = emission line



Can we measure CGPD?

• Separates LLR, which is line-independent, from Φ, which sources all lines


• If LLR is known, we can use multiple lines to estimate Φ


• Is Φ parametrizable, e.g. a multi-variate Gaussian distribution or a mixture model?


• How do we find the LLR?

<latexit sha1_base64="fQxLPQmbjYhw4xuPTowNvpprYGs=">AAACJXicbVDLSgMxFM3UV62vqks3wSK0UMqMFHWhUHTjQqWCfUBnLJk004ZmHiQZoR37M278FTcuLCK48lfMtANq64HA4Zxzyb3HDhgVUtc/tdTC4tLySno1s7a+sbmV3d6pCz/kmNSwz3zetJEgjHqkJqlkpBlwglybkYbdv4j9xgPhgvrenRwExHJR16MOxUgqqZ09vWrT/HVxWDgzqSdh5/6mC80iNKs9mjddJHu2E3VHj3EiTv5IRTgstLM5vaRPAOeJkZAcSFBtZ8dmx8ehSzyJGRKiZeiBtCLEJcWMjDJmKEiAcB91SUtRD7lEWNHkyhE8UEoHOj5XT606UX9PRMgVYuDaKhlvKWa9WPzPa4XSObEi6gWhJB6efuSEDEofxpXBDuUESzZQBGFO1a4Q9xBHWKpiM6oEY/bkeVI/LBlHpfJtOVc5T+pIgz2wD/LAAMegAi5BFdQABk/gBbyBsfasvWrv2sc0mtKSmV3wB9rXN2S2o2k=</latexit>

Li(M, z) =

Z
dNg�(g|M, z)Li(g, z)



Conditional Galaxy Property 
Distribution (SC-SAM)

700 centrals

5900 satellites


1010.9< (M/Msun)< 1011.1

Zhang, AP+ 2022 (in prep.)



Future plans

• Build parametric mixture model of the CGPD


• Model galaxy line luminosity relation (LLR)


• Discover the principle parameters (or linear combinations) that dominate the 
CGPD and the LLR


• Compare SAM and hydro-simulation results (Illustris TNG)



Summary
• Galaxy evolution science is currently reliant on empirical models from the 

highest-mass galaxies


• Line intensity mapping has the potential to produce a full property census of 
all the galaxies in the cosmic volume


• Upcoming LIM surveys can shed new light on the stellar                            
and metallicity evolution of galaxies


• New techniques partnered with simulations will be required                       
for LIM science to reach its full potential



Extra Slides



Star Formation Downturn 
at low redshifts

• SFRD reduced 20x since z = 2


• DM structure increases 100x over same period!


• Only 5% of baryons condense into stars


• Mapping the gas emission would probe the ISM 
and stellar evolution

from the ratio of FIR to observed (uncorrected) FUV luminosity densities (Figure 8) as a

function of redshift, using FUVLFs from Cucciati et al. (2012) and Herschel FIRLFs from
Gruppioni et al. (2013). At z < 2, these estimates agree reasonably well with the measure-

ments inferred from the UV slope or from SED fitting. At z > 2, the FIR/FUV estimates

have large uncertainties owing to the similarly large uncertainties required to extrapolate
the observed FIRLF to a total luminosity density. The values are larger than those for

the UV-selected surveys, particularly when compared with the UV values extrapolated to

very faint luminosities. Although galaxies with lower SFRs may have reduced extinction,
purely UV-selected samples at high redshift may also be biased against dusty star-forming

galaxies. As we noted above, a robust census for star-forming galaxies at z ! 2 selected
on the basis of dust emission alone does not exist, owing to the sensitivity limits of past

and present FIR and submillimeter observatories. Accordingly, the total amount of star

formation that is missed from UV surveys at such high redshifts remains uncertain.

Figure 9: The history of cosmic star formation from (top right panel) FUV, (bottom right panel) IR,
and (left panel) FUV+IR rest-frame measurements. The data points with symbols are given in Table
1. All UV luminosities have been converted to instantaneous SFR densities using the factor KFUV =
1.15 × 10−28 (see Equation 10), valid for a Salpeter IMF. FIR luminosities (8–1,000µm) have been
converted to instantaneous SFRs using the factor KIR = 4.5 × 10−44 (see Equation 11), also valid for a
Salpeter IMF. The solid curve in the three panels plots the best-fit SFRD in Equation 15.

Figure 9 shows the cosmic SFH from UV and IR data following the above prescriptions,

as well as the best-fitting function

ψ(z) = 0.015
(1 + z)2.7

1 + [(1 + z)/2.9]5.6
M! year−1 Mpc−3. (15)

These state-of-the-art surveys provide a remarkably consistent picture of the cosmic SFH:

a rising phase, scaling as ψ(z) ∝ (1 + z)−2.9 at 3 ∼
< z ∼

< 8, slowing and peaking at some
point probably between z = 2 and 1.5, when the Universe was ∼ 3.5 Gyr old, followed by

48 P. Madau & M. Dickinson

Credit: Madau & Dickerson (2014)

Star Formation Rate Density (SFRD)

SFRD = 
Mass in New Stars Produced

(Time) x (Volume)



H2 Cosmic Density

• H2 is a potent precursor of star 
formation


• Does not have a permanent dipole, so 
its emission is weak, unlike HI


• The CO(1-0) line is highly correlated 
with H2, so CO(1-0) is often used to 
trace H2

CO luminosities from Equation (17) into molecular gas masses,
and integrating over all halo masses, are able to provide an
estimate for r zH2

( ). The results from this analysis are reported
in Table 6 and shown in Figure 9.

As there is some ambiguity as to how much emission is truly
arising from each redshift window, we calculate an additional set
of estimates, where we assume that all of the power measured
originates from a single spectral line at a given redshift, using the
Daddi et al. (2015) line ratios to generate an estimate for CO(1–0).
With these absolute maxima, we consider two separate scenarios to
further assist in our interpretation of the data. For the first,
which we refer to as the “all MW” scenario, we adopt the Milky
Way value for αCO, where αCO,MW=4.3Me (Kkm s−1 pc2)−1

(Frerking et al. 1982; Dame et al. 2001; Bolatto et al. 2013). In the
second, which we refer to as the “all ULIRG” scenario, we adopt
the value of αCO found from observations of local ULIRGs, where
αCO,ULIRG=0.8Me (Kkm s−1 pc2)−1 (Downes & Solomon
1998). These results are also reported in Table 6 and shown in
Figure 9.

Comparing our results to theoretical estimates, we find that
the mmIME data points are comparable to the theoretical
models, except at z≈2.5, where mmIME is higher than all but
one model. Our maxima from the all-MW estimates lie well
above the ensemble of models. This would appear to place a
cap of ρH2(z)2×108MeMpc−3 across all of cosmic time.

Comparing our results against those previous experiments,
we find that our estimates lie above those from COLDz and
PHIBSS2, being more consistent with ASPECS. We find very
good agreement between mmIME, ASPECS, and COPSS at
z≈2.5, with all three values clustered around 108MeMpc−3.
The discrepancy with the PHIBSS2 data could result from

Figure 9. Constraints on the cosmic molecular gas density as a function of redshift. The results from the analysis presented here (black) are in good agreement with
those from COPSS (red) and ASPECS (white boxes), although they reside somewhat higher than estimates from PHIBSS2 (light gray boxes) and COLDz (dark gray
boxes). A constraint at z≈0 (open circle) from Keres et al. (2003) is also shown. For each redshift bin, we show the maximum power for that redshift assuming that
all measured power comes from that redshift bin, using the Milky Way conversion between luminosity and gas mass (see text; blue triangles), the same assumption
made to place the black points, and the same limit assuming a ULIRG-like conversion (red triangles). For comparison, an ensemble of theoretical models for r zH2

( )
are shown: Obreschkow & Rawlings (2009) is shown as a dotted orange line, Lagos et al. (2011) is shown as a dotted–dashed green line, Lagos et al. (2015) is shown
as a dashed teal line, Sargent et al. (2014) is shown as a dotted blue line, Popping et al. (2014) is shown as dotted–dashed brown line, and Popping et al. (2015) is
shown as a dashed yellow line. The constraints presented here are in broad agreement with this ensemble of models, although constraints at z=2.5 reside at the top
end of the range of predictions.

Table 6
Estimates of the Cosmic Molecular Gas Density

á ñz Redshift r zH2
( ) Absolute Maximuma

Range (107 Me Mpc−3) (107 Me Mpc−3)

All MWb All ULIRGc

1.3 1.0–1.7 -
+7.5 1.8

2.2 13.7 2.5
2.5 2.0–3.1 -

+9.7 2.5
3.2 18.4 3.4

3.6 3.0–4.5 -
+5.1 1.3

1.8 16.0 3.0
4.8 4.0–5.8 -

+2.2 0.6
0.7 14.8 2.7

2.6 2.3–3.3 -
+11.8 4.1

2.8 L L

Notes.
a Assumes all emission arises from a single redshift window.
b Uses αCO=4.3 Me (K km s−1 pc2)−1.
c Uses αCO=0.8 Me (K km s−1 pc2)−1.
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Metallicity

• Metallicity = fraction of mass that isn’t hydrogen or 
helium


• Traces chemical evolution of stars


• Can be traced by line emission


• [NII]:[CII] line ratio is a common candidate

T. Nagao et al.: ALMA reveals a chemically evolved SMG at z = 4.76

Table 1. Observed properties of LESS J033229.4–275619.

Parameter Value Reference
zLyα 4.762 ± 0.002 Coppin et al. (2009)
zCO(2−1) 4.755 ± 0.001 Coppin et al. (2010)
z[CII] 4.7534 ± 0.0009 De Breuck et al. (2011)
z[NII] 4.7555 ± 0.0002 this work
ICO(2−1) 0.09 ± 0.02 Jy km s−1 Coppin et al. (2010)
I[CII] 14.7 ± 2.2 Jy km s−1 De Breuck et al. (2011)
I[NII] 0.630 ± 0.078 Jy km s−1 this work
ICO(12−11) <0.344 Jy km s−1 (3σ) this paper
∆VCO(2−1) 160 ± 65 km s−1 Coppin et al. (2010)
∆V[CII] 161 ± 45 km s−1 De Breuck et al. (2011)
∆V[NII] 230 ± 22 km s−1 this work

emission. Both results are consistent with the synthesized-beam
image shape.

3. Discussion

3.1. Possible AGN contribution

Gilli et al. (2011) reported the presence of a Compton-thick ac-
tive galactic nucleus (AGN) in LESS J0332. If the AGN con-
tributes significantly to the observed far-IR emission lines, its in-
terpretation would become accordingly more complex. Within
this context the CO spectral line energy distribution can help,
since it is sensitive to the heating energy source. CO lines at
high excitation levels are significantly stronger when the molec-
ular gas clouds are affected by the X-ray emission from AGNs
than in cases without AGNs (see, e.g., Spaans & Meijerink
2008). The nearby ULIRG-Quasar Mrk 231 shows strong high-
J CO lines up to J = 13−12, which are properly accounted
for by introducing X-ray dominated regions (XDRs) into mod-
els (van der Werf et al. 2010). At high-z the gravitationally
magnified quasar at z = 3.91, APM 08279+5255 also shows
strong high-J CO lines (Weiß et al. 2007; Bradford et al. 2011),
which are also well described by XDR models. The CO spec-
tral line energy distribution of other star-formation-dominated
high-z galaxies, such as SMM J16359+6612 at z = 2.5 (Weiß
et al. 2005) and IRAS F10214+4724 at z = 2.3 (Ao et al. 2008),
is completely different from that of APM 08279+5255, showing
weaker high-J CO lines (see, e.g., Fig. 14 in Weiß et al. 2007).

By combining our upper limit on the CO(12−11) flux
and the previous measurement of the CO(2−1) flux (Coppin
et al. 2010), we obtain a 3σ upper limit on the flux ra-
tio of CO(12−11)/CO(2−1) of 3.8. This upper limit is incon-
sistent with the CO spectral line energy distribution of the
quasar APM 08279+5255, but is fully consistent with other star-
formation-dominated high-z objects (see Fig. 14 in Weiß et al.
2007). This suggests that the molecular clouds in LESS J0332
are not described by XDR models, i.e., the AGN contribu-
tion to the heating and excitation of the ISM in LESS J0332
is not significant. This is consistent with our earlier study on
LESS J0332 (De Breuck et al. 2011), where we estimated that
the XDR contribution to the [C ii] 158 µm is ∼1.3%, based
on the absorption-corrected X-ray luminosity of L2−10 keV =
2.5 × 1044 erg s−1 (Gilli et al. 2011) and a scaling relation of
L[CII],AGN = 2 × 10−3 L2−10 keV (Stacey et al. 2010).

3.2. Gas metallicity

Based on our [N ii] 205 µm detection and our previous
[C ii] 158 µm detection (De Breuck et al. 2011) in LESS J0332,
the velocity-integrated flux ratio of [N ii]/[C ii] is inferred to be

Fig. 3. Observed [N ii]/[C ii] flux ratios compared with model pre-
dictions. The green hatched range denotes the observed range for
low-z galaxies. The horizontal dashed line shows our ALMA result on
LESS J0332, where the emission-line fluxes are measured by integrat-
ing the best-fit Gaussian function. Dotted magenta lines denote the flux
ratio at the red part (from −350 km s−1 to −150 km s−1) and blue part
(from −550 km s−1 to −350 km s−1) of the lines. The red and blue lines
show Cloudy model results as a function of Zgas with log nHII = 1.5
and 3.0 respectively, while solid and dashed lines denote the models
with log UHII = −2.5 and −3.5, respectively.

0.043 ± 0.008. Unfortunately, there are only few previous mea-
surements on the [N ii] 205 µm line in galaxies (mostly because
this line was not covered by the ISO/LWS wavelength range). In
the nearby universe, the flux ratio of [N ii]/[C ii] is reported only
for M 82 (∼0.050; Petuchowski et al. 1994), Mrk 231 (∼0.067;
Fischer et al. 2010), NGC 1097 (∼0.017; Beirão et al. 2010),
and Arp 220 (∼0.059; Rangwala et al. 2011). Therefore the
[N ii]/[C ii] flux ratio of LESS J0332 is similar to the observed
ratios reported for nearby galaxies, suggesting similar Zgas.

At high-z [N ii] 205 µm has been detected in
HLS J091828.6+514223 at z = 5.24 (Combes et al. 2012),
APM 08279+5255 at z = 3.91, and MM 18423+5938 at
z = 3.93 (Decarli et al. 2012). However, their [C ii] 158 µm line
has not been observed and consequently their [N ii]/[C ii] ratio
is unknown (see Walter et al. 2009b, and references therein).
Therefore our [N ii] 205 µm detection allows us to infer the first
measurement of the diagnostic [N ii]/[C ii] flux ratio at high-z.
Note that there are many [N ii] 122 µm detections in nearby
galaxies (e.g., Graciá-Carpio et al. 2011) and also in a few
high-z galaxies (Ferkinhoff et al. 2011). Although there are
attempts to infer the [N ii] 205 µm flux from the [N ii] 122 µm
emission (e.g., Decarli et al. 2012), this method may introduce
a large systematic error because the flux ratio of [N ii] 122 µm
and [N ii] 205 µm varies by a factor of ∼10, i.e., it is strongly
dependent on the gas density (see Oberst et al. 2006).

To explore the gas metallicity in LESS J0332 more quantita-
tively, we carried out model calculations using Cloudy (Ferland
et al. 1998) version 08.00. Since the [C ii] line arises in both
H ii regions and PDRs, a consistent treatment to connect those
two regions is required to investigate the [N ii]/[C ii] flux ra-
tio. We assumed a pressure-equilibrium gas cloud that is char-
acterized by certain gas densities and ionization parameters
at the illuminated face (nHII and UHII) for each model run.
Here we examine gas clouds with log nHII = 1.5 and 3.0,
and log UHII = −3.5 and −2.5, for Zgas/Z$ = 0.05−3.0. Note
that the gas density in PDRs is higher than log nHII under
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Credit: Nagao et al. (2012)



Stellar Mass

Credit:Wechsler & Tinker (2018)



Planned LIM Surveys

Credit: Patrick Breysse



Voxel Intensity Distribution

• Histogram of intensities per voxel


• Sensitive to full luminosity function


• Probe gas properties and distribution 
of emitters


• VID & P(k) break astro-cosmology 
degeneracy

ROSES 2019 NNH19ZDA001N-ATP
Large-Scale Statistics from Line Intensity Mapping Simulations
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Figure 1: Left: Generic analytic model of an intensity mapping power spectrum (blue solid).
Separately highlighted are the clustering component sensitive to the bias-weighted mean
intensity (red dashed) and the shot noise sensitive to the mean square galaxy luminosity
(yellow dotted). Right: Sample voxel intensity distribution for a line with a Schechter
luminosity function, both with (red dashed) and without (black solid) thermal instrumental
noise.

Breysse and Alexandro↵, 2019), allowing measurement of the integrated emission from the
entire galaxy populations. On small scales, Poisson shot noise allows a measurement of the
mean square luminosity of the galaxy population. Figure 1 shows the characteristic shape
of the intensity mapping power spectrum with these two regimes highlighted.

The above can be determined from linear theory, but accurately connecting power spec-
tra to galaxy properties is a complex process that requires simulations to understand. On
scales of individual halos, di↵erent lines can be distributed in halos in di↵erent ways, creat-
ing a scale-dependent bias which is di�cult to model analytically (Anderson et al., 2018).
In addition, our simulations will allow us to model the e↵ects of foregrounds on intensity
maps. Continuum foregrounds, such as dust and synchrotron emission from the Milky Way,
contaminate specific regions of Fourier space that can be rejected in the analysis of IM data
(Wang et al., 2006; Keating et al., 2015; Switzer et al., 2019). Interloper line foregrounds can
be removed by masking low-redshift sources (Gong et al., 2014; Sun et al., 2018), or through
power spectrum anisotropies (Cheng et al., 2016; Lidz and Taylor, 2016). Our simulations
will enable detailed, quantitative study of this critically important systematic.

Power spectra alone do not tell the whole story however, as they are insensitive to the
non-Gaussian aspects of an intensity map. We will therefore make use of the one-point
statistics of our maps in addition to their power spectra to glean additional information
about the nature of high-redshift galaxies. Breysse et al. (2017) proposed using the one-
point PDF of voxel intensities, abbreviated as the voxel intensity distribution or VID, as
a probe of the luminosity function of confused line emitters. The VID and the luminos-
ity function are connected through modified probability of deflection, or P (D), analysis a
method which has seen considerable success for many applications across the electromag-
netic spectrum (Scheuer, 1957; Barcons et al., 1994; Windridge and Phillipps, 2000; Lee

4

Credit: Patrick Breysse

8 H. T. Ihle et al.

Figure 3. Constraints on the luminosity function from simulated experiments COMAP1 (left) and COMAP2 (right). The shaded area corre-
sponds to 95% credibility intervals, solid lines correspond to the median, while the purple curve corresponds to the average luminosity function
derived from all the available halo catalogs (i.e. the ensemble mean). Top: Constraints derived using only the power spectrum P(ki) as the
observable. 2. row: Constraints derived using only the temperature bin counts Bi as the observable. 3. row: Constraints derived by a joint
analysis using both the power spectrum P(ki) and the temperature bin counts Bi as observables. Bottom: Comparison of the uncertainty of the
luminosity function constraints in dex, i.e. �� ⌘ log10 �97.5% � log10 �2.5%.

Credit: Ihle+ (2019)

COMAP(-like)



EXCLAIM Instrument



EXCLAIM Statistics

• Models based on Pullen 2012 CO model and our Planck 
[CII] measurement

1033

1 3

Journal of Low Temperature Physics (2020) 199:1027–1037 

will determine an instantaneous reference to the scan center azimuth. Post-flight 
pointing reconstruction will use data from an array of gyroscopes and accelerom-
eters, tilt sensors, and the magnetometer to tie together star camera determinations, 
which will provide ≈ 3′′ pointing at 1 s intervals.

7  Anticipated Sensitivity

We estimate the sensitivity for intensity mapping using both a numerically simple 
mode counting argument for the three-dimensional power spectrum [24, 25, 37] and 
using a simulated analysis of angular cross-correlations between redshift slices [26]. 
Both estimates agree and include the effects of angular and spectral resolution and 
survey volume. The three-dimensional power spectrum approach requires homoge-
neous noise in the frequency direction, and we use an inverse-noise weighted effec-
tive noise for the volume, which is validated by simulations. Shot noise in the galaxy 
sample is given by published [14, 38] n̄.

The specification of the detector performance must take several factors into 
account: (1) MKID noise contributions are loading dependent, (2) the power 
absorbed by the MKID depends on the efficiency of the complete spectrometer sys-
tem, and (3) MKIDs generically have 1/f noise contributions from two-level sys-
tems [17]. To accommodate these factors, we specify the sensitivity of the spec-
trometer under expected optical loading as a multiplier of the photon background 
limit (including optically excited quasiparticle fluctuations), referring to the power 
incident at the spectrometer lenslet, and weighted over acoustic frequencies of the 
science signal (5–25  Hz, unless additional modulation is employed). The spec-
trometer NEP for these baseline forecasts is taken to be a factor of three over the 
background limit, though considerably poorer NEP performance will still accom-
plish the EXCLAIM mission threshold detection goals. As shown in Fig.  4, the 
expected 2! sensitivity to the surface brightness-bias product for 0 < z < 0.2 (SDSS 
MAIN) for CO J = 4 − 3, J = 5 − 4, 0.2 < z < 0.4 for J = 5 − 4, J = 6 − 5 (BOSS 

Fig. 4  Forecast for cross-correlations of CO J = 5 − 4 × SDSS MAIN at 0.07 < z < 0.2 (left) and [CII] 
× BOSS QSO at 2.5 < z < 3.5 (right) assuming signal levels from Pullen et al. [36] and Yang et al. [48], 
respectively. The low redshift correlations trace nonlinear scales and are expected to have limited cor-
related shot noise. The high redshift [CII] probes linear scales and is expected to have a higher level of 
correlated shot noise



SAM+Despotic predicts 
correct line emissions

calibrated only on SFR and broadband emission

[CII]

CO(3-2)

Yang, Somerville, AP+ (2021)

Zanella (2018) 
ALMA Band 9

Tacconi (2010) 
IRAM

Tacconi (2013) 
IRAM

Capak (2015) 
Bethermin (2020)


