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Dark Matter properties relevant for cosmologyJ. Lesgourgues et al.: Euclid preparation
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Fig. 22. Ratio of the non-linear matter power spectrum at redshift zero for different cosmologies featuring either massive neutrinos
or non-minimal DM over that of a reference ⇤CDM cosmology with massless neutrinos. In this figure, DM parameters are chosen
close to the boundary of the 95% credible intervals in the 3×2pt pessimistic (left plot) and optimistic (right plot) case. DM
parameter values are given in Table 7.

7. Summary and conclusions

In summary, we have estimated the sensitivity of the fu-
ture Euclid photometric probe (i.e., of 3×2pt statistics) to
the parameters describing four non-minimal DM models.
We have run several MCMC forecasts in which the fidu-1835
cial model assumes plain CDM (with baryonic feedback)
while the fitted model includes the effect of non-standard
DM (with free baryonic freedback parameters). We have
investigated the dependence of the results on various as-
sumptions (cut-off multipole `max, modelling of baryonic1840
feedback, combination with CMB data from Planck). We
have also compared the sensitivity predicted by our fore-
casts with current bounds derived from CMB data, Lyman-
alpha data, WL data, and galaxy redshift survey data.
Each of the few non-minimal DM models considered here1845
has a qualitatively different impact on the matter power
spectrum. As a matter of fact, we reach significantly dif-
ferent conclusions for each of them in terms of degener-
acy with baryonic feedback, constraining power of WL data
compared to GC data, or sensitivity of Euclid compared to1850
current bounds. In this section, we put together a compact
summary of the most striking conclusions.

For a mixture of cold and warm dark matter (CWDM),
the key point is that the power spectrum looks exactly like
that of ⇤CDM up to a scale fixed by the WDM mass, be-1855
yond which a step-like suppression occurs. For large WDM
fractions leading to a strong suppression, the mass bounds
will always be dominated by data from Lyman-↵ forests
probing smaller scales than Euclid . However, the results
of Sect. 5.1 show that Euclid can be very efficient at con-1860
straining small WDM masses when the WDM fraction is
also small. The Euclid 3×2pt analysis could even bound
(or detect) masses of the order of just O(10) eV (ther-
mal WDM case) or O(100) eV (Dodelson–Widrow scenario)
even if WDM accounts for only 1% of the total DM bud-1865
get, while current observations are only sensitive to WDM
contributing to at least 10% of DM.

The situation is very different with models featuring a mix-
ture of stable and unstable CDM, with the latter experienc-
ing one-body decay into relativistic particles (1b-DDM). In 1870
this case, the DM parameters impact the evolution of per-
turbations up to very large scales, deep in the linear regime.
Thus, CMB data is also highly sensitive to the decaying
DM fraction fddm and decay rate �ddm – as a matter of
fact, on their product fddm�ddm.18 However, the results of 1875
Sect. 5.2 show that the Euclid 3×2pt probe alone could pro-
vide twice stronger bounds on fddm�ddm than Planck . In
this case, there is a synergy between Euclid and Planck :
the combined data sets can resolve parameter degeneracies
and strengthen current bounds by a factor eight. 1880

For a mixture of stable and unstable CDM such that the lat-
ter experiences two-body decay into one relativistic and one
non-relativistic particle (2b-DDM), the power spectrum is
step-like suppressed, a bit like the CWDM case but with a
different suppression shape. As a matter of fact, this model 1885
can be understood as if a few CDM particles were gradu-
ally replaced by WDM particles at late times. In this case,
WL and GC surveys are more sensitive to the parameters
of the model than Lyman-↵ data in the limit of small decay
rate and large ", i.e., large velocity dispersion, since in this 1890
limit the step-like suppression is small but occurs on rela-
tively large scales. For such models, the results of Sect. 5.3
show that Euclid could improve the bound on the product
fddm�ddm by one order of magnitude compared to current
WL surveys like KiDS. 1895

For DM interacting with dark radiation at a constant rate
(ETHOS n = 0), the power spectrum is suppressed on in-
termediate and small scales in a more progressive way than
for CWDM and 2b-DDM. The suppression looks more like
a broken power law than an exponential cut. The forecasts 1900
of Sect. 5.4 show that the constraining power of Euclid is
particularly strong in this case. Euclid may improve current

18 In this summary, we use simplified notations. In the core of
the paper, the fraction was denoted f ini

ddm, see Sect. 2.2 for precise
definitions.
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EUCLID photometric probe (3x2pt): sensitivity to non-standard DM

Euclid preparation. Sensitivity to non-standard particle dark matter models,             [2406.18274] 

by Euclid collaboration: JL, J. Schwagereit, J. Bucko, G. Parimbelli et al., accepted in A&A 

Four test cases: 

1. Warm plus cold DM                                                                                                 Boyarsky et al. 09, … 

2. Fraction of DM decaying into massless daughters                                                  Ichiki et al. 04, … 

3. Fraction of DM decaying into massless + massive daughters                 Franco Abellan et al. 22, … 

4. DM interacting with Dark Radiation with rate  (ETHOS n=0)  Buen-Abad et al. 15, … 

Linear level: all models implemented in CLASS 

Non-linear level: assume  

                                                                           Emulator from N-body      Emulator from hydro sims 

                                                                   Parimbelli et al, Bucko et al.     Giri & Schneider 

ΓDM−DR ∝ a−2

Pobs(k, z) = PΛCDM
L (k, z) × TDM(k, z) × TBF(k, z)

A&A proofs: manuscript no. output
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Fig. 1. Ratio of the linear (solid lines) and nonlinear (dashed lines) power spectra of several CWDM models to that of a pure
⇤CDM model with the same cosmological parameters, parameterised by the fraction fwdm and the rescaled mass x. The other
parameters (⌦dm, ⌦b, h, As, ns) are kept fixed. All spectra are computed today (z = 0). These plots cover all the cases in which
WDM has a Fermi–Dirac distribution possibly rescaled by a factor �, including the limits of the thermal WDM (� = 1) and
Dodelson–Widrow (Twdm = T⌫) models. In the latter case x coincides with the physical mass. The nonlinear spectra are predicted
by the emulator introduced in Sect. 3.1.

In Sect. 3.1, we will show how to compute the impact of231
CWDM on the nonlinear matter spectrum. In Sect. 5.1,232
we will perform Euclid forecasts on the parameter of the233
CWDM model. For that purpose, we will use a Bayesian234
MCMC approach to fit the CWDM model to mock Euclid235
data, assuming a logarithmic prior on fwdm 2 [2⇥ 10�3

, 1]236
and a flat prior on m

thermal
wdm 2 [10 eV, 1 keV].237

Such a logarithmic prior on fwdm will allow us to assess pre-238
cisely the constraining power of Euclid even when fwdm is239
very small (e.g. in the range from 10�3 to 10�1). This limit240
is the most interesting in the case of the Euclid probes241
since, in this case, the data may be compatible with a rel-242
atively small WDM mass, and thus a small step located on243
relatively large wavelengths, in the range probed by WL244
and GC surveys in the linear and mildly nonlinear regime.245
Large values of fwdm (e.g. in the range from 0.1 to 1) imply246
a strong suppression of the power spectrum that is already247
excluded by Lyman-↵ forest data unless the mass is really248
large – a limit in which, from the point of view of Euclid249
data, CWDM would be indistinguishable from pure CDM.250

2.2. Dark matter with one-body decay251

If DM particles are unstable, they may decay in different252
fashions into lighter particles. Cosmological observables are253
not sensitive to all details concerning the nature of the de-254
cay products, but they depend on simple considerations like255
the fact that these decay products could be relativistic or256
non-relativistic. In the simplest scenario, all decay products257
are assumed to be ultra-relativistic and can be considered258
as a single species, dubbed dark radiation (DR). This sim-259
ple model of decaying dark matter (DDM) is often called260
one-body decaying DM and abbreviated as 1b-DDM.261

In this section, we assume that DM is made up of two cold 262
species: a fraction (1� fddm) of stable dark matter (CDM) 263
and a fraction fddm of 1b-DDM decaying into DR. For sim- 264
plicity, we assume a constant decay rate �ddm = 1/⌧ddm, 265
where ⌧ddm is the lifetime of the decaying species. The cur- 266
rent value of the fractional dark radiation density, ⌦dr, is 267
not an independent parameter of the model: it can be com- 268
puted consistently for each value of fddm and �ddm. 269

This model has been studied previously in Ichiki et al. 270
(2004); Audren et al. (2014); Berezhiani et al. (2015); Chu- 271
daykin et al. (2016); Oldengott et al. (2016); Poulin et al. 272
(2016); Chudaykin et al. (2018); Pandey et al. (2020); Xiao 273
et al. (2020); Nygaard et al. (2021); Schöneberg et al. 274
(2022); Simon et al. (2022); Holm et al. (2023); Bucko et al. 275
(2023b). It has been often invoked as a possible solution to 276
the Hubble and/or S8 tension. The best constraints at the 277
moment come from cosmic microwave background (CMB) 278
plus baryon acoustic oscillation (BAO) data (Nygaard et al. 279
2021), galaxy surveys (Simon et al. 2022), and WL surveys 280
(Bucko et al. 2023b). 281

In this model, the evolution of linear cosmological pertur-
bations can be computed with the public version of CLASS.4
The code accepts two possible definitions of the decaying
DM fraction: one can either pass the value of fddm today,
taking the effect of decay into account, or the value f

ini
ddm

evaluated at some initial time ⌧
ini ⌧ ⌧ddm, before any sig-

nificant decay has occurred,

f
ini
ddm =

⇢
ini
ddm

⇢
ini
dm

=
⇢
ini
ddm

⇢
ini
cdm + ⇢

ini
ddm

. (3)

Here we choose to report results on f
ini
ddm, for the purpose of 282

easier comparison with previously published bounds. Some 283

4 Here we use CLASS v3.2.0.
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Fig. 3. Ratio of the linear (solid lines) and nonlinear (dashed lines) power spectra of several two-body DDM models to that of
a pure ⇤CDM model with the same cosmological parameters, parameterised by the fraction f ini

ddm, the decay rate �ddm, and the
fraction of energy " going into the ultra-relativistic daughter particle at each decay. The parameters (⌦ini

dm, ⌦b, h, As, ns) are kept
fixed and the spectra are computed today (z = 0). The nonlinear spectra are predicted by the emulator introduced in Sect. 3.3.

choice of units has no other purpose than matching the437
conventions of the CLASS code and of previous work study-438
ing this model).7 Finally, in the ETHOS framework, one439
needs to specify the self-interaction rate between IDR par-440
ticles. The non-Abelian DM model and the CMB+Lyman-↵441
constraints of Lesgourgues et al. (2016); Buen-Abad et al.442
(2018); Archidiacono et al. (2019); Hooper et al. (2022) as-443
sumed a strongly self-interacting IDR fluid, but one may444
also assume free-streaming IDR, and Rubira et al. (2023)445
consider the two cases. These two different assumptions446
are expected to have a small impact on CMB constraints447
(due to the effect of IDR fluctuations dragging the pho-448
tons fluctuations before decoupling) but a negligible impact449
on constraints from large-scale structure (because IDR self-450
interactions are irrelevant for the growth rate of IDM). Here451
we stick to the assumption of free-streaming IDR.452

The most important physical effect of this model on the
matter power spectrum comes from the fact that the IDR-
IDM interactions tend to slow down the growth rate of DM
fluctuations on sub-Hubble scales during radiation domina-
tion, and to suppress the power spectrum on small scales at
all subsequent times (Lesgourgues et al. 2016; Buen-Abad
et al. 2015). Actually, as mentioned in Archidiacono et al.
(2019), the power spectrum suppression is mainly sensitive
to the effective comoving scattering rate of IDR off IDM,
which is given by

�idm�idr =
4⇢idr
3⇢idm

�idr�idm . (6)

Since ⇢idr is proportional to ⇠
4
idr while ⇢idm is normalised by453

the measurement of ⌦idmh
2, this rate is controlled mainly454

by the parameter combination adark ⇠
4
idr. Therefore, we ex-455

pect the amplitude of the suppression in the linear matter456

7 Starting from adark in Mpc�1, one can obtain the rate (c adark)
in Gyr�1 by multiplying with 306MpcGyr�1.

power spectrum to depend strongly on adark ⇠
4
idr and weakly 457

on the orthogonal combination, except in the case of suf- 458
ficiently large ⇠

4
idr, in which the effect of additional radia- 459

tion with a given �Ne↵ also comes into play. Indeed, an 460
enhancement of �Ne↵ has some well-known effects on the 461
matter and CMB power spectra, explained for instance in 462
Lesgourgues & Verde (2022), and we expect Euclid to be 463
sensitive to this effect (Euclid Collaboration: Archidiacono 464
et al. 2024). 465

The ETHOS formalism is implemented in the public ver- 466
sion of CLASS.8 We show in Fig. 4 the effect of varying the 467
parameters ⇠idr or adark ⇠

4
idr with fixed values of all other 468

cosmological parameters. 469

In the left panel, the scattering rate controlled by adark ⇠
4
idr 470

is fixed, which explains the constant suppression of the lin- 471
ear power spectrum in the large-k limit. When log10(⇠idr) 472
varies from �1.2 to �0.6, �Ne↵ increases from 6.1⇥10�6 to 473
0.015, which is too small to directly affect the matter power 474
spectrum. However, these different values of ⇠idr and thus 475
adark have an impact on intermediate scales: they control 476
the maximum scale at which IDM feels the interaction, and 477
thus the wavenumber at which the matter power spectrum 478
starts to be suppressed. When log10(⇠idr) reaches �0.4, the 479
radiation density gets enhanced by a non-negligible amount, 480
�Ne↵ = 0.097. This results in an additional suppression of 481
the linear power spectrum on small scales. 482

8 Here we use CLASS v3.2.0 and we set the parameter of the
ETHOS sector, described in Archidiacono et al. (2019), accord-
ing to: f_idm = 1 to switch on 100% of IDM; nindex_idm_dr =
n = 0; idr_nature = free_streaming; a_idm_dr = adark in
units of inverse Megaparsecs; and xi_idr = ⇠idr. Other ETHOS
parameters are set to their default value, which means in par-
ticular that IDR is assumed to consist of two fermionic degrees
of freedom with a statistical factor stat_f_idr = 0.875.
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Fig. 4. Ratio of the linear (solid lines) and nonlinear (dashed lines) power spectra of several free-streaming ETHOS n = 0 models to
that of a pure ⇤CDM model with the same cosmological parameters, parameterised by the dark-radiation-to-photon temperature
ratio ⇠idr and interaction strength adark. The effects are displayed in the basis (⇠idr, adark ⇠

4
idr) to show that the combination

adark ⇠
4
idr, which gives the scattering rate of IDR off IDM, controls the amplitude of the small-scale suppression of the linear matter

power spectrum. The other parameters (⌦ini
dm, ⌦b, h, As, ns) are kept fixed and the spectra are computed today (z = 0). The

nonlinear spectra are predicted by the emulator introduced in Sect. 3.4.

In the right panel, the amount of IDR is fixed to a small483
value but the effective scattering rate is increased, lead-484
ing to more and more suppression. This suppression has a485
different shape to the case of WDM: it behaves like a transi-486
tion to a smaller spectral index rather than an exponential487
cut-off.488

In Sect. 3.4, we show how to compute the impact of the489
ETHOS n = 0 model on the nonlinear matter spectrum. In490
Sect. 5.4, we fit this model to mock Euclid data. We perform491
our sensitivity forecast with flat priors on the parameters492
{log10(adark⇠4idr/Mpc�1), log10 ⇠idr}.493

3. Emulating the nonlinear evolution494

3.1. Cold plus warm dark matter495

To predict the nonlinear suppression in the matter power496
spectrum in CWDM scenarios, we use an improved ver-497
sion of the emulator already described in Parimbelli et al.498
(2021). Such an emulator is trained on a large set of N -499
body simulations, covering a large parameter space, for a500
total of 100 models with different WDM fractions fwdm501
and WDM masses. The simulations explicitly assume ther-502
mal WDM, but this assumption is not relevant in the final503
analysis: as long as one performs the mass conversion de-504
scribed in Sect. 2.1 before calling the emulator, the latter505
still applies to all models in which WDM has a Fermi–506
Dirac distribution possibly rescaled by a factor �. The507
simulations cover masses down to m

thermal
wdm = 0.03 keV,508

but we have checked that the emulator provides a consis-509
tent extrapolation down to m

thermal
wdm = 0.01 keV for small510

fractions f
ini
ddm. For each model, four realisations are run511

with fixed amplitudes: two with different random phases512

and two with the opposite phases. The box size is set to 513
120h�1 Mpc in order to reconnect with the linear regime 514
at large scales and to obtain percent-level convergence up 515
to k ⇡ 10hMpc�1. The (fixed) cosmological parameters 516
are ⌦m = 0.315, ⌦b = 0.049, h = 0.674, ns = 0.965, and a 517
value of As that would give �8 = 0.811 in the pure ⇤CDM 518
limit (where �8 is the square root of the variance of matter 519
fluctuations in spheres of radius 8Mpc). 520

Initial conditions are set at z = 99 with a modified ver-
sion of the N-GenIC code (Springel et al. 2005), using a
linear power spectrum obtained from CLASS (Blas et al.
2011). The simulations are run with the tree-particle mesh
(TreePM) code GADGET-III (Springel et al. 2005) and fol-
low the gravitational evolution of 5123 particles. Snapshots
are taken starting from z = 3.5 down to z = 0, linearly
spaced with �z = 0.5. Once the power spectra from these
snapshots are measured, we take their ratio with respect to
the corresponding ⇤CDM spectrum and build the emulator
following the exact same procedure as in Parimbelli et al.
(2021). All in all, the nonlinear matter power spectrum in
the presence of CWDM is given by

P
nl
⇤CWDM(k, z) = P

nl
⇤CDM(k, z)SCWDM(k, z) , (7)

where the last term is precisely what the emulator predicts 521
and P

nl
⇤CDM(k, z) is computed with the version of Halofit 522

revisited by Takahashi et al. (2012) and Bird et al. (2012). 523

We plot a few examples of predictions for the nonlinear 524
spectrum at z = 0 (compared to the linear predictions 525
of CLASS) in Fig. 1. We can clearly see that the suppres- 526
sion of power induced by the WDM component on small 527
scales is much smaller in the nonlinear (rather than lin- 528
ear) power spectrum. This is a well-known effect of mode- 529
mode coupling when perturbations become nonlinear. The 530
smaller is the redshift, the less pronounced is the power 531
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MCMC forecasts for Euclid 3x2pt: 
• Great sensitivity increase (w.r.t. CMB, Lyman- ) in some wide regions in parameter space 
• e.g. for CWDM and : sensitivity to 1% warm, 99% cold !
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Fig. 9. Left : edges of the 95% confidence interval on the WDM mass mwdm and fraction fwdm for the CWDM model, with
pessimistic assumption and three data combinations: weak lensing (WL) alone, weak lensing plus galaxy clustering from the
photometric survey (3×2pt), and 3×2pt combined with Planck CMB data. For the 3×2pt and 3×2pt+Planck data sets, baryonic
feedback has been assumed to affect the WL power spectrum but not the GC power spectrum. The posterior is marginalised
over other cosmological parameters, baryonic feedback parameters, and nuisance parameters (accounting for bias uncertainty and
intrinsic alignment). The model is equivalent to pure ⇤CDM towards the lower horizontal axis (small fwdm) and right vertical axis
(large mwdm). The forecast assumes a flat prior on the mass of thermal WDM (lower axis) and a logarithmic prior on the WDM
fraction (left axis), but we show the relation to Dodelson–Widrow masses in the upper axis (see Sect. 2.1 for definitions). Right :
same with optimistic assumptions.

WDM with a much smaller value of the maximum free-1009
streaming scale, i.e., a larger mass. For the same WDM1010
fraction, using WL data alone, the mass bounds become1011
approximately five times tighter in the optimistic case. De-1012
spite of its limitation to `max  1500, GC data turns out to1013
be very sensitive to the suppression induced by WDM even1014
with a large mass, such that the 3×2pt probe is about twice1015
more sensitive than the WL probe alone. However, the com-1016
bination with Planck data makes no difference also in that1017
case – at least when the mock data is assumed to account1018
for a pure CDM model. The reason is that, for the large1019
WDM masses that remain compatible with the data, the1020
maximum free-streaming scale of WDM is very low, such1021
that even CMB lensing is unaffected by the suppression in-1022
duced by WDM. In the optimistic case, the Euclid 3×2pt1023
probe has a potential to rule out all WDM masses with1024
m

thermal
wdm . 930 eV for fwdm = 1 and m

thermal
wdm . 230 eV for1025

fwdm = 0.1. It can constrain the mass even when fwdm is as1026
low as a few times 10�2, i.e., when only a few percents of1027
the total DM is warm. This region of parameter space is far1028
from current Lyman-↵ bounds, and even future Lyman-↵1029
surveys are unlikely to probe such small WDM fractions.1030

It is still unclear whether the final Euclid sensitivity will1031
be closer to that of our pessimistic or optimistic forecast.1032
At least, we expect that these two forecasts are bracket-1033
ing the true constraining power of the future data. We will1034
see that, compared to other non-minimal DM models dis-1035
cussed in the next sections, CWDM is particularly sensi-1036
tive to the choice of a cut-off multipole `max. This is due1037

to the step-like nature of the effect of WDM on the matter 1038
power spectrum: up to a given wavenumber, the ⇤CDM and 1039
CWDM models are strictly equivalent, and then the power 1040
drops. This means that the constraining power of a data set 1041
on the CWDM parameters depends more on the minimum 1042
scale (and thus maximum multipole and redshift) included 1043
in the analysis than on the actual error bars on the power 1044
spectrum. As discussed above, this is particularly true for 1045
large values of fwdm; for tiny WDM fractions, the preci- 1046
sion with which the power spectrum is constrained remains 1047
crucial. 1048

Importance of baryonic feedback. In Fig. 10, we evaluate 1049
the impact of different assumptions concerning baryonic 1050
feedback effects. We compare the bounds derived from the 1051
3×2pt probe only under three assumptions. The baseline 1052
case (orange contours) is the same as in our previous dis- 1053
cussion and in Fig. 9: the six nuisance parameters describ- 1054
ing baryonic feedback are marginalised over, and baryonic 1055
feedback is assumed to affect only the WL probe, i.e., the 1056
total matter power spectrum. The grey contours are de- 1057
rived assuming instead that baryonic feedback affects the 1058
two probes (WL and GC) in the same way: in other words, 1059
the same BCemu corrections are applied to the total matter 1060
and galaxy power spectra. Finally, the magenta contours 1061
were obtained with fixed rather than marginalised baryonic 1062
feedback parameters: they account for the unrealistic situ- 1063
ation in which baryonic feedback effects would be perfectly 1064
known, given some independent measurements. 1065
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Fig. 12. Same as Fig. 9 for the 1b-DDM model, parameterised by the DDM fraction f ini
ddm and decay rate �ddm. The forecast

assumes flat priors on (f ini
ddm, �ddm f ini

ddm) because the effect of 1b-DDM on the linear matter power spectrum scales with the
product �ddm f ini

ddm (see Sect. 2.2). The model is equivalent to pure ⇤CDM in the small �ddm f ini
ddm limit. The shaded grey area

restricts the parameter space to the region where ⌧ddm = 1/�ddm � 31.6Gyr in which the emulator was trained.

clid WL probe alone (WL), the full Euclid photometric1211
probe (3×2pt), and Euclid 3×2pt combined with Planck ,1212
considering both pessimistic (left panel) or optimistic (right1213
panel) assumptions. The fiducial model, ⇤CDM, spans the1214
lower horizontal axis (�ddm f

ini
ddm = 0). The shaded grey1215

area restricts the parameter space to the region in which1216
the emulator was trained. The fact that the contour edges1217
remain nearly horizontal is consistent with the fact that1218
1b-DDM effects depend mainly on the product �ddm f

ini
ddm.1219

The small tilting of the contours comes from the fact that1220
nonlinear corrections to the 1b-DDM effects do depend on1221
�ddm alone.1222

In the pessimistic case, the WL-only analysis provides a1223
95%CL bound close to �ddm f

ini
ddm < 8 ⇥ 10�3 Gyr�1. In-1224

corporating the 3×2pt data set leads to a substantially1225
stronger bounds, by approximately a factor of 2, such that1226
�ddm f

ini
ddm < 4 ⇥ 10�3. There is an additional factor of1227

2 improvement when Planck data are integrated into the1228
analysis, requiring �ddm f

ini
ddm < 1.75⇥ 10�3Gyr�1. Switch-1229

ing to optimistic assumptions makes a substantial difference1230
for the WL only bound, which shrinks to �ddm f

ini
ddm < 6 ⇥1231

10�3 Gyr�1, and an even stronger difference for the 3×2pt1232
bound, which reaches �ddm f

ini
ddm < 0.75 ⇥ 10�3 Gyr�1.1233

Planck further improves this bound down to �ddm f
ini
ddm <1234

0.5 ⇥ 10�3 Gyr�1.1235

The first conclusion emerging from these results is that the1236
photometric GC data has a large constraining power com-1237
pared to the WL data for this particular model. This is il-1238
lustrated by the factor 8 improvement when switching from1239
WL to 3×2pt data in the optimistic case. The 2-dimensional1240
likelihood contours shown in the upper panel of Fig. 13 show1241
that, with WL data alone, the parameter �ddm f

ini
ddm is de-1242

generate with cosmological parameters like, for instance, ns1243
or ⌦m. The addition of GC data is beneficial for two rea-1244
sons: on the one hand, it adds sensitivity to these param-1245

eters and helps removing such degeneracies; on the other 1246
hand, it directly probes the 1b-DDM effects on the matter 1247
power spectrum, up to smaller wavenumbers k than WL 1248
data but with better sensitivity. 1249

Another interesting conclusion is that there is a good 1250
synergy between the Planck and Euclid probes for this 1251
model. Note that, using Planck 2018 data alone, Simon 1252
et al. (2022) and Bucko et al. (2023b) found �ddm f

ini
ddm < 1253

4 ⇥ 10�3 Gyr�1. Thus, the Euclid 3×2pt probe alone is al- 1254
ready more constraining than Planck . In addition, the com- 1255
bination of the two data sets is significantly more constrain- 1256
ing than each data set taken individually. This is usually 1257
the consequence of parameter degeneracies being removed 1258
by the combination. We get a confirmation of this by look- 1259
ing at the upper and lower panels of Fig. 13. The contours 1260
illustrate the existence of correlations between �ddm f

ini
ddm 1261

and other cosmological parameters. The addition of Planck 1262
data resolves these degeneracies and pushes the bounds be- 1263
yond those from Euclid alone – even if Planck alone is not 1264
directly sensitive to such small �ddm f

ini
ddm values. 1265

Importance of baryonic feedback. In Fig. 14, we show the 1266
impact of marginalisation over baryonic feedback parame- 1267
ters, in the same way as we did in Fig. 10 for CWDM. We 1268
compare the bounds derived from the 3×2pt probe with 1269
either marginalised baryonic feedback effects only for the 1270
WL probe (orange) or for the full 3×2pt probe (grey), or 1271
with fixed baryonic feedback effects (magenta). 1272

There is a qualitative difference between this model and 1273
the CWDM case. In the former case, the suppression of 1274
the small-scale matter power spectrum is caused by WDM 1275
free-streaming during early cosmological times. However, 1276
this suppression tends to be washed out at small redshift 1277
by nonlinear clustering and mode-mode coupling. As red- 1278
shift decreases, the CWDM matter power spectrum gets 1279
gradually closer to that of ⇤CDM. This is not the case in 1280
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Fig. 16. Same as Fig. 9 for the parameters of the 2b-DDM model. The forecast assumes logarithmic priors on the DDM fraction
f ini
ddm, on the decay rate �ddm, and on the fraction of energy " going into the ultra-relativistic daughter at each decay. The model

is equivalent to pure ⇤CDM in the small f ini
ddm and/or small " and/or small �ddm limits.
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Fig. 17. Degeneracies between the 2b-DDM parameter " and four other cosmological parameters for the optimistic case, in the
particular case where f ini

ddm = 1. The addition of Planck data to 3×2pt data lifts these degeneracies.

uct – at least at the linear level. Thus, Euclid can provide1379
joint bounds on �ddm f

ini
ddm and ", while f

ini
ddm or �ddm will1380

be left unconstrained.1381

We first comment the results of the pessimistic case.1382
With WL only, our forecast returns the 95%CL bound1383
�ddm f

ini
ddm < 0.02Gyr�1 (marginalised over "). For f

ini
ddm =1384

1 we find " < 4 ⇥ 10�3, while for f
ini
ddm = 0.3 the 2b-DDM1385

model is indistinguishable from ⇤CDM at the 95%CL, and1386
" is unconstrained. With the addition of 3×2pt data, the1387
constraints remain stable. Finally, Planck data is able to al-1388
leviate some degeneracies between cosmological parameters1389
and shrink the bounds by about 25%.1390

In the optimistic case, the WL-only bounds are identical,1391
but the 3×2pt bounds shrink by a factor two compared to1392
the 3×2pt pessimistic case, or a factor four compared to1393
the WL optimistic case: �ddm f

ini
ddm < 0.005Gyr�1 (with1394

marginalisation over "), " < 1 ⇥ 10�3 for f
ini
ddm = 1, and1395

the 2b-DDM model is indistinguishable from ⇤CDM below1396
f
ini
ddm = 0.1. In this case, the addition of Planck data makes1397

a difference for the bounds on ", not because of Planck data1398
being directly sensitive to this parameter, but thanks to the1399
better determination of other parameters. Figure 17 shows1400
how Planck data lift the degeneracy between, for instance,1401

" and ns. In this case we obtain a bound " < 0.7⇥ 10�3 for 1402
f
ini
ddm = 1. 1403

Importance of baryonic feedback. Figure 18 depicts how dif- 1404
ferent baryonic feedback prescriptions influence the final 1405
posteriors, using the same colour and style as Figs. 10 and 1406
14. Like for 1b-DDM, there could be a degeneracy between 1407
2b-DDM and baryonic feedback parameters since both ef- 1408
fects tend to grow with time. Indeed, in the 2b-DDM model, 1409
the conversion of CDM into WDM particles appears dom- 1410
inantly at very late times and the nonlinear matter power 1411
spectrum departs more and more from the ⇤CDM limit. 1412

However, we find that 2b-DDM effects and baryonic feed- 1413
back are very weakly correlated. The constraints remain 1414
nearly stable when fixing the baryonic feedback parame- 1415
ters instead of marginalising over them, and become slightly 1416
weaker when baryonic feedback is applied also to the GC 1417
probe. The degradation is at most by a factor two. As a mat- 1418
ter of fact, our forecasts predict 95%CL bounds on the 2b- 1419
DDM parameter summarised by �ddm f

ini
ddm < 0.02Gyr�1 1420

(with marginalisation over ") and " < 4⇥10�3 for f ini
ddm = 1 1421

in the pessimistic case; or �ddm f
ini
ddm < 0.008Gyr�1 (with 1422

marginalisation over ") and " < 2 ⇥ 10�3 for f
ini
ddm = 1 in 1423

the optimistic case. 1424
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Fig. 20. Same as Fig. 9 for the parameters of the ETHOS n = 0 model. Our forecast assumes logarithmic priors on the interaction
strength adark and on the dark-radiation-to-photon temperature ratio ⇠idr. The model is equivalent to pure ⇤CDM in the small
adark and/or small ⇠idr limits. The grey shade excludes the region adark⇠

4
idr > 0.05 where the nonlinear emulator cannot be trusted

(see Sect. 3.4). We also show current constraints inferred from Planck , BAO, and BOSS full-shape data by Rubira et al. (2023) –
although these authors use different priors.

Table 6. List of free parameters names, fiducial values, and top-
hat prior ranges (in addition to those listed in Table 2) for the
ETHOS n = 0 model. In our runs, we additionally impose a prior
adark⇠

4
idr < 0.05 to exclude the region where the emulator should

not be trusted (see Sect. 3.4). The fiducial values correspond to
the pure ⇤CDM limit.

Parameter Fiducial value Range
log10(adark/Mpc�1) �1 [�6, 5]

log10 ⇠idr �1 [�2, �0.4]

both the matter power spectrum and CMB anisotropy spec-1474
trum in a well-known way (Euclid Collaboration: Archidi-1475
acono et al. 2024). In this limit, we expected bounds of the1476
order of �Ne↵ < O(1) (95%CL) from the 3×2pt optimistic1477
probe and �Ne↵ < O(0.1) (95%CL) from the combina-1478
tion 3×2pt +Planck (Euclid Collaboration: Archidiacono1479
et al. 2024). This translates respectively into log10 ⇠idr <1480
�0.1 (95%CL, 3×2pt) and log10 ⇠idr < �0.4 (95%CL,1481
3×2pt +Planck). Our choice of prior, ⇠idr 2 [�2,�0.4], pre-1482
vents us from seeing the upper bound in the 3×2pt case,1483
but in the case of 3×2pt +Planck we can see the upper1484
limit on ⇠idr just below top axis of each panel in Fig. 20.1485

For larger values of adark, the model is further constrained1486
by the impact of IDM-IDR interactions on the small-scale1487
matter power spectrum. As already discussed, at the non-1488
linear level, this effect depends on both adark and ⇠idr in a1489
non-trivial way. However, for log10(adark/Mpc�1) < 1, we1490
find that the boundary of the preferred region can be ap-1491
proximately fitted by constant values of the combination1492
adark ⇠

4
idr that controls the scattering rate of IDR off IDM.1493

In the pessimistic case, the most substantial part of the1494
constraining power comes from the WL probe, since fur-1495
ther addition of clustering and Planck data do not im-1496

prove the bounds significantly. In all cases, the bounds 1497
for log10(adark/Mpc�1) < 1 can be approximated as 1498
adark ⇠

4
idr < 8 ⇥ 10�4 Mpc�1 (95%CL). With the 3×2pt 1499

probe, the data looses sensitivity to IDM-IDR interactions 1500
only for ⇠idr < 0.06 (i.e., �Ne↵ < 5⇥ 10�5). We stress that 1501
Euclid would not detect such a tiny abundance of dark ra- 1502
diation through the effect of an enhanced radiation density, 1503
but through that of DM interactions. 1504

In the optimistic case, the WL-only bound changes 1505
marginally, but the 3×2pt bound (with or without Planck) 1506
shrinks by more than one order of magnitude. For 1507
log10(adark/Mpc�1) < 1 the bounds can be approximated 1508
by adark ⇠

4
idr < 2 ⇥ 10�5 Mpc�1. With 3×2pt information, 1509

the data looses sensitivity to the interaction rate only below 1510
⇠idr < 0.03 (that is, �Ne↵ < 3 ⇥ 10�6). 1511

Importance of baryonic feedback. Interestingly, in the 1512
ETHOS n = 0 case, we do not find any hint of degen- 1513
eracies between the DM and baryonic feedback parame- 1514
ters. In the pessimistic and optimistic cases, the bounds 1515
remain roughly stable when the baryonic feedback param- 1516
eters are fixed rather than marginalised, or when baryonic 1517
feedback is applied also to GC. A first explanation comes 1518
from the fact that the effect of the ETHOS n = 0 model on 1519
the matter power spectrum always starts on linear scales 1520
(k ⇠ 10�2–10�1

hMpc�1) which are immune to baryonic 1521
feedback. If most of the information on this model resides in 1522
such scales, the bounds should indeed be independent from 1523
the modelling of baryonic feedback. In addition, like in the 1524
CWDM case, the redshift dependence of the DM-induced 1525
suppression is opposite to that of baryonic feedback. As a 1526
matter of fact, the effect of DM interactions is imprinted 1527
on the matter power spectrum at high redshift and subse- 1528
quently smoothed out by nonlinear clustering, while overall 1529
baryonic effects tend to grow with time, at least through 1530
most of the redshift range probed by Euclid . 1531
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Extended DM & photometric probe (3x2pt): theoretical challenges

Non-linear level: assume  

                                                                           Emulator from N-body      Emulator from hydro sims 

      

To be improved for weak lensing and photometric galaxy clustering:                                                              

๏ Beyond separability assumption of cosmo/DM/baryonic parameters 

๏ Accuracy of N-body and baryonic feedback simulations (from micro to macro processes) 

๏ Intrinsic alignement modelling 

๏ Replace simulations by semi-analytic EFT of Cosmic Shear (Chen & Kokron 23; Chen, DeRose 

et al. 24; …) 

For spectroscopic galaxy surveys: 

๏ Semi-analytic methods like EFTofLSS are mature and necessary!

Pobs(k, z) = PΛCDM
L (k, z) × TDM(k, z) × TBF(k, z)



/ 28               DM properties from stage-IV surveys - J. Lesgourgues

-1

0

1

w
a f

ld

0.0211

0.0224

0.0237

!
b

0.108

0.122

0.136

!
cd

m

0.625

0.678

0.732

h

0.877

0.963

1.05

n
s

2.87

3.07

3.28

ln
10

10
A

s

0.947

1

1.06

b1

-0.445

0.478

1.4

b2

-4.61

2.81

10.2

bG
2

-7.98

5.25

18.5

bt
d

-36.5

-15.9

4.65

c0
0

-27.8

6.64

41.1

c1
0

-50.8

14.7

80.2

c2
2

-27.8

21.7

71.3

c3
2

-0.00701

-0.000707

0.00559

s0
0

-1.7

-0.0795

1.55

s2
2

-87.9 -0.0663 87.8
s44

-1.34 -0.998 -0.656
w0fld

-87.9

-0.0663

87.8

s4
4

-1 0 1
wafld

0.0211 0.0224 0.0237
!b

0.108 0.122 0.136
!cdm

0.625 0.678 0.732
h

0.877 0.963 1.05
ns

2.87 3.07 3.28

ln1010As

0.947 1 1.06
b1

-0.445 0.478 1.4
b2

-4.61 2.81 10.2
bG2

-7.98 5.25 18.5
btd

-36.5 -15.9 4.65
c00

-27.8 6.64 41.1
c10

-50.8 14.7 80.2
c22

-27.8 21.7 71.3
c32

-0.00701 -0.000707 0.00559
s00

-1.7 -0.0795 1.55
s22

desi noam global wedges

desi am global wedges

9

spectroscopic probe: EFTofLSS

๏ One-loop EFT galaxy power spectrum in redshift space = linear + 42 loop integrals + 11 bias and 

EFT parameters per sample / redshift bin 

๏ Implemented in various codes:  

๏ CLASS-PT [Chudaykin, Ivanov, Philcox, Simonovic 20],  

๏ velocilaptors [Chen et al. 20],  

๏ PyBird [D’Amico et al. 20],  

๏ FOLPS [Noriega et al. 24],  

๏ cosmosis_gclust [Moradinezhad et al. 24],  

๏ CLASS-OneLoop [Linde et al. 24]; (full integration in 

CLASS, calculation in O(10) ms, parallelised C, new 

method for Fourier log-transform) 

๏ ⚠  Uncertainty on counter-terms 

critical to measure extended DM 

parameters 
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Extended DM & EFTofLSS: theoretical challenges

๏ Models with suppression of structures imprinted during radiation-dominated (RD) era. 
Examples: 

๏ warm DM (WDM), hot DM (HDM), mixed C+WDM, mixed C+HDM (mass in 10 eV - 10 keV 
range) when neglecting thermal velocity effects during MD 

๏ DM scattering off dark radiation (DR). DR can be free-streaming or self-interacting. Either 
dark decoupling (ETHOS n>0) or constant during RD (ETHOS n=0) 

๏ DM scattering off neutrinos; some models of DM scattering off baryons 

๏  Models with suppression of structures imprinted during matter-dominated (MD) era. 
Examples:  

๏ WDM, HDM, C+WDM, C+HDM (mass in 1 eV - 100 eV range) if high precision required 
(thermal velocity effects during MD) 

๏ Decaying dark matter. Simplest: relativistic daughters. Next level: relativistic + lighter 
daughter (CDM—> DR+WDM) 

๏ DM with self-interactions (SIDM): short-range; long-range, with interacting DM-dark energy 
as possible limit  

๏ Some models of DM scattering off baryons

Γ/H =
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๏  Models with suppression of structures imprinted during matter-dominated (MD) era. 
Examples:  

๏ WDM, HDM, C+WDM, C+HDM (mass in 1 eV - 100 eV range) if high precision required 
(thermal velocity effects during MD) 

๏ Decaying dark matter. Simplest: relativistic daughters. Next level: relativistic + lighter 
daughter (CDM—> DR+WDM) 

๏ DM with self-interactions (SIDM): short-range; long-range, with interacting DM-dark energy 
as possible limit  

๏ Some models of DM scattering off baryons

Γ/H =

different ICs but same growth as CDM 

 separability in k, z 

 standard EFTofLSS with EdS kernels

Λ

⇒

⇒

scale-dependent growth 

 no separability in k, z 

 beyond EdS kernels

⇒

⇒
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Extended DM & EFTofLSS: degeneracy with nuisance parameters
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Figure 1. Linear and EFTofLSS matter power spectrum for two IDM scenarios, with 50% and 90%
IDM, respectively, as well as standard CDM for reference. For the nonlinear power spectrum we
have set counterterms to zero. It is evident that the scenario with the larger IDM fraction is more
suppressed, but for both models the suppression starts at the same scale, as they have the same
interaction strength u⌫�.

unlikely to have a large impact on the final constraints, as the inclusion of neutrino masses
has been shown to only have minor e↵ects on the bounds of the interaction strength [45, 47].
We restrict out analysis to the simplest form of interaction, using a temperature independent
cross section.

We describe the interaction strength using the e↵ective parameter introduced in [27],

u⌫� ⌘ �0

�Th

⇣
m�

100 GeV

⌘�1
, (2.1)

where �Th ⇡ 6.65 ⇥ 10�29 m2 is the Thomson scattering cross-section, and m� is the dark
matter particle mass. The mass factor is included in the definition of the interaction strength
to avoid a parameter degeneracy between the scattering cross section and the DM particle
mass.

We implement the interaction equations of refs. [44, 45] in a modified version of CLASS
[117] using the IDM implementation of ref. [26].1

3 E↵ective Field Theory of Large Scale Structure

The EFTofLSS [97–107] is an extension of standard perturbation theory that systematically
incorporates three sources of nonlinearity in biased tracers of dark matter: nonlinearity in
the dark matter distribution due to gravitational clustering, nonlinearity in the tracer-dark
matter biasing relation, and nonlinearity arising from the peculiar velocities of tracers, which

1A public version of CLASS with these interactions implemented is currently available at https://github.
com/MarkMos/CLASS_nu-DM. They will also be included in a future release on the main CLASS repository. For
the purposes of this analysis, we use the massless neutrino approximation, but both cases will be available in
the code.

– 3 –

DESI ELG forecasts with 10% of DM interacting DM, 
unknown scattering rate  

•  degenerate with  at each  

• Information in -dependance (tomography) 

• If  known up to overall coefficient.                                 

 DESI very sensitive to  👍  

• If unknown  (with Gaussian priors)                           

 sensitivity completely lost 👎  

• Bispectrum? Higher-order?

Γ

Γ ci z

z

ci(z)
⇒ Γ

ci(zj)
⇒

DM scattering  steplike suppression⇒

DESI-like MCMC forecasts with 
CLASS-OneLoop + MontePython

Example in Mosbech et al. 2410.08163: DM interacting with neutrinos, scattering rate Γ

๏ ⚠  Uncertainty on counter-terms critical to measure extended DM parameters 
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SPT, EFTofLSS, … with scale-dependent growth

๏ Full integral over time- and scale-dependent kernels (Garny & Taule 20,22) 

• doublet:        

• e.o.m: 

• time-dependent kernels: 

๏ FOLPS: taking into account -dependence of  and  at each time (Aviles et al. 21, 22..) 

• At given eta, kernels get multiplied by  or  

๏ Potentially much quicker and still nearly exact method inspired from N-body: Newtonian 
Motion gauges

Ψa = (δcb , − θcb/ℋf )

k δcb θcb

D(k, η) f(k, η)

2.1 Standard perturbation theory

The equations of motion for the density contrast � and velocity divergence ✓ = @iv
i (neglecting

vorticity) in Fourier space reads

@⌧�(k, ⌧) + ✓(k, ⌧) = �
Z

k1,k2

�D(k � k12)↵(k1,k2)✓(k1, ⌧)�(k2, ⌧) ,

@⌧✓(k, ⌧) + H✓(k, ⌧) +
3

2
H2⌦m�(k, ⌧) = �

Z

k1,k2

�D(k � k12)�(k1,k2)✓(k1, ⌧)✓(k2, ⌧) , (2.1)

where ⌧ is conformal time, H = d ln a/ d⌧ the conformal Hubble rate and ⌦m the time-dependent
matter density parameter. We introduced the shorthand notations k12 = k1 +k2 and

R
k =

R
d3

k and
used �D to denote the Dirac delta function. The mode coupling functions are

↵(k1,k2) = 1 +
k1 · k2

k2
1

, �(k1,k2) =
(k1 + k2)2(k1 · k2)

2k2
1
k2
2

, (2.2)

as usual. In SPT one assumes that the anisotropic stress of the fluid vanishes. We also make this
assumption here initially, but will relax it when discussing an e↵ective field theory setup in Sec. 4.

The equations of motion can be written in a compact form after defining the tuple  = (�, �✓/Hf)
and using ⌘ = log D, with D and f being the linear growth factor and growth rate, respectively,
thus [20]:

@⌘ a(k, ⌘) + ⌦ab(⌘) b(k, ⌘) =

Z

k1,k2

�D(k � k12)�abc(k,k1,k2) b(k1, ⌘) c(k2, ⌘) . (2.3)

The matrix ⌦ab governing the linear evolution is given by

⌦ab(⌘) =

✓
0 �1

� 3

2

⌦m
f2

3

2

⌦m
f2 � 1

◆
, (2.4)

and the only non-zero components of the non-linear vertex are �121(k,k1,k2) = ↵(k1,k2) and
�222(k,k1,k2) = �(k1,k2).

In SPT one typically adopts the Einstein–de-Sitter (EdS) approximation, in which ⌦m/f2 = 1
so that the ⌦ab-matrix becomes time-independent. This approximation greatly simplifies Eq. (2.3),
allowing for analytic solutions order by order. Only the decaying mode is a↵ected by changes in the
ratio ⌦m/f2 and moreover the ratio only departs significantly from one at late times, z . 2 in ⇤CDM
(and also in moderate extensions). Consequently, the EdS-approximation has been shown to work
at the percent-level for the power spectrum [57, 66–68, 70] as well as the bispectrum [39, 69]. In
particular, in EFT analyses the departure from EdS can be largely degenerate with counterterms,
only leading to a shift in the EFT parameters [39, 68]. In this work we consider schemes with and
without the EdS approximation, which we will specify accordingly.

2.2 Extension of SPT

Following [57], we extend SPT by allowing for multiple species in the fluid as well as allowing for
a general time- and wavenumber-dependence. More precisely, for an N -fluid we collect the density
contrast and velocity divergence for each component i into into the field vector  a = (. . . , �i, ✓i, . . . )
with the index a running from 1 to 2N . In addition, we permit a general dependence on time and
wavenumber in the (now 2N ⇥ 2N) matrix describing the linear evolution ⌦ab = ⌦ab(|k|, ⌘). This
extension can capture multiple models beyond ⇤CDM in addition to e↵ective models of clustering
dynamics. It has in general no analytic solution however, hence we will mostly need to solve the
dynamics numerically.

The equations of motion (2.3) can also in this case be solved perturbatively, at each order

furnished by 2N kernels F (n)

a labeled by the index a at order n:

 a(k, ⌘) =
1X

n=1

Z

q1,...,qn

�D(k � q1···n) en�⌘ F (n)

a (q1, . . . ,qn; ⌘) �0(q1; ⌘ini) · · · �0(qn; ⌘ini) , (2.5)

– 4 –

where �⌘ ⌘ ⌘ � ⌘ini and �0 is an initial condition that we discuss shortly. Note that due to the
assumed non-trivial time-dependence in the dynamics, we allow for a dependence on ⌘ in addition to
the wavenumbers q for the kernels. Inserting this solution into Eq. (2.3) yields the following recursive
solution at n-th order in perturbation theory:

(@⌘ + n)F (n)

a (q1, . . . ,qn; ⌘) + ⌦ab(k, ⌘)F (n)

b (q1, . . . ,qn; ⌘)

=
n�1X

m=1

h
�abc(k,q1···m,qm+1···n)F (m)

b (q1, . . . ,qm; ⌘)F (n�m)

c (qm+1, . . . ,qn; ⌘)
i

sym.
. (2.6)

Here, k =
P

i qi, and the right hand side is understood to be symmetrized with respect to all
permutations exchanging momenta in the {q1, . . . ,qm} set with momenta in the {qm+1, . . . ,qn} set
and normalized to the number of permutations.

Note that setting N = 1 and using the ⌦ab-matrix from Eq. (2.4) with ⌦m/f2 = 1 (EdS
approximation) in Eq. (2.6), we recover in the limit ⌘ini ! �1 the usual kernel recursion relations

with the replacements F (n)

1
! Fn and F (n)

2
! Gn.

We still need to specify suitable initial conditions in order to solve the above equations. Taking
⌘ini after recombination but long before non-linearities become important at the scales of interest, we
assume that the initial conditions for each fluid component is correlated, so that

 a(k, ⌘ini) = F (1)

a (k, ⌘ini) �0(k) , (2.7)

which holds for adiabatic initial conditions. Furthermore, we assume that �0 is a Gaussian random
field, so that we only need to specify the initial linear power spectrum h�0(k)�0(k0)i = �D(k+k

0)P0(k)

in order to compute correlations of  a’s. The initial linear kernels F (1)

a (k, ⌘ini) impose the relative
normalization for each perturbation and wavenumber. Deep in the linear regime ⌘ini ! 1 the higher
order initial kernels can be set to zero. In practice however, using ⌘ini after recombination, we find
that those n > 1 initial conditions work poorly because they excite transient solutions that do not
entirely decay by ⌘ = 0 (z = 0). We return to this issue below.

We are ultimately interested in the statistical properties of the fields  a(k, ⌘), in particular auto-
and cross power spectra

h a(k, ⌘) b(k
0, ⌘)i = �D(k + k

0)Pab(k, ⌘) . (2.8)

The perturbative expansion (2.5) combined with the Wick theorem yields as a result the loop expan-
sion of the power spectrum

Pab(k, ⌘) = P lin

ab (k, ⌘) + P 1-loop

ab (k, ⌘) + P 2-loop

ab (k, ⌘) + . . . . (2.9)

To compute loop corrections, we employ the numerical algorithm described in [57] (see also [58–60]).
In short, at L-loop it consists of integrating over L loop momenta using Monte Carlo integration (with
CUBA [78]) where at every integration point a set of (2L + 1)-order kernels needs to be evaluated
using the recursion relation (2.6). In general, there is no analytic solution of Eq. (2.6), therefore we
solve for the kernels numerically. We refer to [57] for further details on the algorithm.

2.3 Two-component fluid: CDM+baryons and massive neutrinos

We will employ the hybrid two-component fluid setup described in [57] to model structure formation
in massive neutrino cosmologies. In the following, we repeat the main elements of this setup for
convenience, but refer to [57] for details of the implementation.

In the hybrid two-component fluid model, the system is described linearly by the full Boltzmann
hierarchy until some intermediate redshift zmatch, after which the evolution is mapped onto a two-
component fluid, suitable for computing non-linear corrections (see also [61]). Baryons and CDM
comprise jointly one fluid component, which is coupled to the second component, the neutrinos, via
gravity. A fluid description of massive neutrinos is suitable at late times because the coupling to
higher moments in the Boltzmann hierarchy is suppressed by powers of T⌫/m⌫ . We may therefore
follow only the lowest moments of the hierarchy for the neutrinos, with an e↵ective sound velocity

– 5 –
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Newtonian Motion gauges

  3 gauges:  

๏ Gauge of Boltzmann code (Synchronous gauge, Poisson/Newtonian/longitudinal gauge)  

๏ Gauge matching gauge-independent observables (Comoving gauge, , with  ) 

๏ Gauge designed to get effectively Newtonian variables:  

• N-body, N-boisson, Newtonian Motion gauge (C. Fidler, C. Rampf, T. Tram, R. Crittenden, K. 
Koyama, D. Wands 2015, 2016, 2017)  

• particles follow same trajectories as if governed by Newtonian equations for single self-
gravitating fluid  

• absorbs effects of GR, radiation, even massive neutrinos, modified gravity… 

Self-consistency: perturbatively small coordinate transformation  -> weak-field approximation 
holds also in NM gauge  

Vtot = B HT = 0

( |H(NM)
T | ≪ 1)
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NM gauges and N-body simulations

๏ Application to N-body simulations in 3 steps:  

1. Boltzmann code in S, P gauge: finds relation between gauges; checks self-consistency 
; finds ICs for N-body at  in NM gauge 

2. N-body simulation: non-linear evolution in NM gauge (with special ICs, true background 
evolution) 

3. Gauge transformation back to S or C gauge (displacing particles); power spectrum, 
bispectrum from snapshots 

๏ Final result from standard N-body code (cold particles only) matches relativistic sims with GR 
effects, w/o radiation, massive neutrinos, modified gravity (Fidler et al. 17; Adamek et al. 17, 22; 
Partmann et al. 20; Heuschling et al. 22; …) 

( |H(NM)
T | ≪ 1) z ∼ 𝒪(100)

10�3 10�2 10�1 100

k [h Mpc�1]
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z = 0

linear theory

�m� = 0.1 eV

�m� = 0.2 eV

�m� = 0.3 eV

Brandbyge et al. 2008

Adamek et al. 2017

Figure 6. Suppression of the matter power spectrum due to massive neutrinos. We compare our
simulation method (thin colored solid lines) against the simulations as carried out in [12] (thick lines
in grey). Note that we use 20483 particles for five di↵erent box sizes, while Ref. [12] uses 40963 matter
particles for one box only. For reference, we also show the fitting function �P/P |max = �9.8f⌫ for
the power suppression, as derived in [6] (black horizontal lines).

it becomes evident that the impact of L is inhomogenous. Therefore, our postprocessing
operation shifts the position of small-scale structures while keeping their internal structure
basically unchanged.

In Fig. 5 we show the ratio between power spectra at z = 0 with massless neutrinos
versus massive neutrinos (

P
m⌫ = 0.1 eV). The green curve corresponds to the unprocessed

result of the N-body simulation, where ⇠
post is not yet applied, while the orange curve in-

cludes it. In both cases we recover the result of linear theory on large scales. On small scales,
where the correction from ⇠

post becomes negligible, the post-processing becomes redundant.
This directly shows that for light neutrinos the spoon shaped suppression is an e↵ect that
is essentially due to the expansion history of the Universe, but not to the neutrino density
perturbations: massive neutrinos delay the time of matter-radiation equality if the amount
of non-relativistic matter at z = 0 is held constant [4]. Since dark matter can only begin to
collapse e�ciently during matter domination, the growth of structures in a massive neutrino
cosmology is delayed already at the linear level. As a consequence, in the massive neutrino
cosmology, modes also enter the non-linear regime later which leads to an additional sup-
pression on scales smaller than k & 10�1

h/Mpc. Finally, the blue curve in Fig. 5 includes
the linear densities of massive neutrinos, computed by class, yielding the final result in the
approach, the total matter power spectrum.

In Fig. 6 we compare our results for the power spectrum suppression at z = 0 for various
values of

P
m⌫ against current state-of-the-art simulations, as carried out in Ref. [12]. These

reference simulations are relativistic in the weak-field sense, and evolve massive neutrinos
actively by sampling neutrino particles. As it is evident, our results agree with this method
to permille accuracy for all neutrino masses that have been considered in Ref. [12]. Note
again that here we only use 20483 for various di↵erent simulation box sizes, while Ref. [12]
uses 40963 dark matter and 55403 neutrino particles for one simulation box only. As already
discussed, by cutting the individual power spectra well before the Nyqist frequency and gluing

– 12 –
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Figure 2. Comparison of two simulations that both include radiation, case

(I) and (II) . The first simulation is performed directly in Nb gauge, whereas

the second is performed in the Poisson gauge and subsequently converted

to the Nb gauge by acting a gauge transformation on the final particle posi-

tions. Since both simulations contain the same linear physics and the scales

plotted are all in the linear regime, the ratio is unity up to errors introduced

by the gauge transformation and the discretization.

initialization redshift of the simulation. This is the backscaling pro-

cedure that is commonly applied in the literature.

With this procedure the initial transfer functions will no longer

agree with the relativistic ones, but they are designed in such a way

that the error introduced in the evolution by neglecting radiation

is cancelled out at low redshift. A more detailed discussion of this

method is presented in Fidler et al. (2017), where it is shown that

this method works best using the present day Nb gauge power spec-

trum. For this reason we compare the results obtained in scenario

(VI) with the relativistic simulation (I) in the Nb gauge. Our plot

confirms that the error at the present time is vanishing, while at high

redshifts a mismatch of several percent is found on large scales.

4.3 Linear post-processing

A separate issue we want to discuss briefly is the numerical error

that can be introduced by acting a gauge transformation on the final

particle configuration. By its nature, a linear gauge transformation

is only applicable in the linear regime. However, in the particular

scenario studied in this article, the relativistic effects only appear

on very large scales that remain linear to a high degree even down

to redshift z = 0. If we were to consider a situation where smaller

scales would be affected, as could be the case in some inhomoge-

neous dark energy models or models of modified gravity for ex-

ample, the linear relation between Poisson and Nb gauge would be

lost. In such a situation the Poisson gauge provides a framework

where relativistic effects can be studied even at non-linear scales.

The Nb or Nm gauge framework are so far only defined to first or-

der and it remains to be seen whether they provide a useful concept

in such an analysis.

Figure 2 compares the scenarios (I) and (II) that both include

radiation but are evolved in different gauges. The ratio of power

spectra is taken after the gauge transformation to Nb gauge, and we

expect a ratio of unity if physical results do not depend on the coor-

dinate system used for the calculation. Indeed, for the reasons noted

above, we find very good agreement between the simulations in the

two gauges. A small disagreement of less than a percent is visible
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Figure 3. The cyan (dashed) line shows the matter power spectrum at red-

shift z = 0 of a Newtonian simulation that ignored radiation perturbations,

relative to a simulation that included those perturbations in Nb gauge. As

shown this discrepancy is well described by a linear prediction computed in

CLASS (blue, dot-dashed line). It can be accounted for by interpreting the

result in terms of the Nm gauge. To demonstrate this, the red (solid) line

shows the matter power spectrum after the particles have been displaced ac-

cording to the gauge transformation that brings them from Nm gauge back

to Nb gauge. The N-body simulations for this plot were performed with

gevolution, and the linear transfer function for the gauge generator was pro-

vided through a modified version of CLASS.

at the smallest scales, but this is probably due to discretization ef-

fects, as we see the effect decreasing if we increase the resolution.

One might wonder if the next-to-leading order weak-field effects,

in particular frame dragging or the anisotropic stress of dark mat-

ter, could also play a role on those scales. After all, these effects are

taken into account in case (II) but are neglected in case (I). How-

ever, these relativistic effects have a much smaller impact on the

matter power spectrum, and are well below the permille level.

A somewhat larger disagreement between cases (I) and (II)

appear at the largest scales and is of completely different origin.

Here we are confronted with the situation that the matter perturba-

tions have very little power in Nb gauge, while the perturbations in

Poisson gauge approach a nearly scale invariant spectrum outside

the horizon. This relatively large perturbation has to be taken off by

the gauge transformation that takes the Poisson gauge to Nb gauge,

and achieving this to high precision can be difficult numerically.

The numerical error is exacerbated by the fact that we are showing

the relative power in Nb gauge where the power itself is small. Tak-

ing all this into account we think that the agreement between cases

(I) and (II) is very convincing.

As will become evident in the next subsection, the gauge trans-

formation required in our scenario (III) that connects Nm gauge and

Nb gauge is much less problematic, mainly due to the fact that the

two gauges are much more closely related.

4.4 Application of the Newtonian motion gauge

Scenario (III) that employs the Nm gauge does not fit into the above

comparisons as it is non-nonsensical to neglect radiation in a Nm

gauge. In figure 3 we compare the output of case (III) before and af-

ter the gauge transformation to case (I) in the Nb gauge. Before the

gauge transformation, case (III) is effectively identical to a Newton-

ian simulation and thus does not reproduce the results of the rela-

MNRAS 000, 1–11 (2017)
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NM gauges and SPT, EFTofLSS, …

๏ Application to SPT/EFTofLSS inb 3 steps:         (Fidler, JL, A. Moradinezhad, S. Neuland, in prep.) 

1. Boltzmann code in S or P gauge: finds relation between gauges; checks self-consistency
; finds  in NM gauge 

2. Standard SPT/EFTofLSS with time-independent kernels: non-linear evolution in NM 
gauge; input: , with true background evolution; output:  

3. Linear gauge transformation back to S or C gauge gives  

                full continuity                                 

               full Euler                                         

               full Einstein                                  

๏ Deviations from EdS model accounted for in these 3 steps.

( |H(NM)
T | ≪ 1) P(NM)

cb,L (k, z)

P(NM)
cb,L (k, z) P(NM)

cb,NL(k, z)

P(C)
cb,NL(k, z)

·δ(S)
cb = ·δ(NM)

cb = θ(NM)
cb

·θ(S)
cb = ·θ(NM)

cb = − ℋθ(NM)
cb + k2ψ

δ ·gμν = k2ψ = −
3
2

a2

k2
(ρ̄b + ρ̄c) δ(NM)

cb

#T(xα) , L(xα) T̃(xα) , L̃(xα)

(S) (NM) (C)  [or (S)]
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NM gauges and SPT, EFTofLSS, … : case of massive neutrinos

๏ C. Fidler, JL, A. Moradinezhad, S. Neuland, in prep.: application to  

                       growth factor                                                                growth rate  

                         = growth of                                                               = growth of  

ΛCDM + Mν

D(k, z) f (k, z)
δcb(k, z) θcb(k, z)

Figure 4: Growth rate D(k, z) = �
(C)
cb (k, z)/�(C)

cb (k, 0) and growth factor f(k, z) = �̇
(C)
cb /(H �

(C)
cb ) com-

pared to their small-scale limits D(1, z), f(1, z), in a ⇤CDM cosmology with three degenerate massive
massive neutrinos of individual mass m⌫ = 0.12 eV.

for instance by Garny & Taule found deviations above 1% for k ¿ 0.15 h/Mpc at z = 0, and

sub-percent on weakly non-linear scales at z = 0.5 (see fig 7 of [36], arguing that deviation from

EdS results in mismatch that peaks around k 0.1. So why we dont find such a deviation using

NM gauge?)

The absence of larger deviations can be explained by scrutinizing the scale dependence

of the linear growth factor for �
(C)
cb ' �

(S)
cb and the associated growth rate, both displayed in

figure 4 for m⌫ = 0.12 eV. These quantities have distinct behaviors on large and small scales.

Since D(k, z) grows faster on large scales, and since the left plot shows the ratio

D(k, z)

D(1, z)
=

�
(C)
cb (k, z)

�
(C)
cb (k, 0)

�
(C)
cb (1, 0)

�
(C)
cb (1, z)

, (4.3)

which is normalized to one by construction at both z = 0 and k ! 1, we observed a depletion

of this ratio at large scales and high redshift. During matter domination, the growth rate f(k, z)

can be approximated as (1� 3
5f⌫) on small scales and 1 on large scales; during ⇤ domination, the

overall rate is reduced, but the ratio between the large- and small-scale limits remains close to

(1� 3
5f⌫). For both D and f , the transition between the small- and large-scale behaviors takes

place at the neutrino free-streaming scale, which decreases by a very small amount (such that

the associated wavenumber increases) when time flows from z = 5 to z = 0. For neutrinos with

an individual mass of m⌫ = 0.12 eV, the figure shows that D and f deviate from their small-scale

behavior for k < 0.08hMpc�1, which is consistent with the expression of the free-streaming scale

in eq. (5.93) of reference [66],

kfs = 0.776 (1 + z)�2H(z)

H0

⇣
m⌫

1 eV

⌘
hMpc�1

. (4.4)

Non-linear e↵ects are predominantly driven by small-scale physics compared to the free-streaming

scale. On such scales, the growth factor and rate are e↵ectively scale-independent. This explains

why, in cosmologies with massive neutrinos, we can compute the non-linear corrections in a quasi

scale-independent regime, assuming that the small-scale growth factor and rate apply across all

scales. On large scale, this choice does not reflect the physical evolution of linear density and

– 19 –



/ 28               DM properties from stage-IV surveys - J. Lesgourgues18

NM gauges and SPT, EFTofLSS, … : case of massive neutrinos

๏ C. Fidler, JL, A. Moradinezhad, in prep.: Redshift-space  or  in : 

๏ Large scales: discrepancy with respect to standard EFTofLSS with pure EdS kernels,  

๏ Much better agreement when restoring  in tree-level (Kaiser term) in standard method 

๏ Small scale: excellent agreement:  effectively scale-independent on such scales 

๏ Comparison with Garny et al. or FLOPS: expecting ~0.4% different growing at large k

P(k, μ, z) Pℓ(k, z) ΛCDM + Mν

f(z)

f(k, z)

f(k, z)
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NM gauges and SPT, EFTofLSS, … : case of massive neutrinos

๏ Back to SPT/EFTofLSS in  (with massless neutrinos) 

• doublet:           

•  non-linear e.o.m:      

•  evolution matrix: 

•  second raw: approximately  

•  separability in  and  , time-independent EdS kernels  

ΛCDM

Ψa = (δcb , − θcb/ℋf )

∂ηΨa + ΩabΨb = ∫ Kabc ΨaΨc

(−3/2 , 1/2)

k η Kabc

2.1 Standard perturbation theory

The equations of motion for the density contrast � and velocity divergence ✓ = @iv
i (neglecting

vorticity) in Fourier space reads

@⌧�(k, ⌧) + ✓(k, ⌧) = �
Z

k1,k2

�D(k � k12)↵(k1,k2)✓(k1, ⌧)�(k2, ⌧) ,

@⌧✓(k, ⌧) + H✓(k, ⌧) +
3

2
H2⌦m�(k, ⌧) = �

Z

k1,k2

�D(k � k12)�(k1,k2)✓(k1, ⌧)✓(k2, ⌧) , (2.1)

where ⌧ is conformal time, H = d ln a/ d⌧ the conformal Hubble rate and ⌦m the time-dependent
matter density parameter. We introduced the shorthand notations k12 = k1 +k2 and

R
k =

R
d3

k and
used �D to denote the Dirac delta function. The mode coupling functions are

↵(k1,k2) = 1 +
k1 · k2

k2
1

, �(k1,k2) =
(k1 + k2)2(k1 · k2)

2k2
1
k2
2

, (2.2)

as usual. In SPT one assumes that the anisotropic stress of the fluid vanishes. We also make this
assumption here initially, but will relax it when discussing an e↵ective field theory setup in Sec. 4.

The equations of motion can be written in a compact form after defining the tuple  = (�, �✓/Hf)
and using ⌘ = log D, with D and f being the linear growth factor and growth rate, respectively,
thus [20]:

@⌘ a(k, ⌘) + ⌦ab(⌘) b(k, ⌘) =

Z

k1,k2

�D(k � k12)�abc(k,k1,k2) b(k1, ⌘) c(k2, ⌘) . (2.3)

The matrix ⌦ab governing the linear evolution is given by

⌦ab(⌘) =

✓
0 �1

� 3

2

⌦m
f2

3

2

⌦m
f2 � 1

◆
, (2.4)

and the only non-zero components of the non-linear vertex are �121(k,k1,k2) = ↵(k1,k2) and
�222(k,k1,k2) = �(k1,k2).

In SPT one typically adopts the Einstein–de-Sitter (EdS) approximation, in which ⌦m/f2 = 1
so that the ⌦ab-matrix becomes time-independent. This approximation greatly simplifies Eq. (2.3),
allowing for analytic solutions order by order. Only the decaying mode is a↵ected by changes in the
ratio ⌦m/f2 and moreover the ratio only departs significantly from one at late times, z . 2 in ⇤CDM
(and also in moderate extensions). Consequently, the EdS-approximation has been shown to work
at the percent-level for the power spectrum [57, 66–68, 70] as well as the bispectrum [39, 69]. In
particular, in EFT analyses the departure from EdS can be largely degenerate with counterterms,
only leading to a shift in the EFT parameters [39, 68]. In this work we consider schemes with and
without the EdS approximation, which we will specify accordingly.

2.2 Extension of SPT

Following [57], we extend SPT by allowing for multiple species in the fluid as well as allowing for
a general time- and wavenumber-dependence. More precisely, for an N -fluid we collect the density
contrast and velocity divergence for each component i into into the field vector  a = (. . . , �i, ✓i, . . . )
with the index a running from 1 to 2N . In addition, we permit a general dependence on time and
wavenumber in the (now 2N ⇥ 2N) matrix describing the linear evolution ⌦ab = ⌦ab(|k|, ⌘). This
extension can capture multiple models beyond ⇤CDM in addition to e↵ective models of clustering
dynamics. It has in general no analytic solution however, hence we will mostly need to solve the
dynamics numerically.

The equations of motion (2.3) can also in this case be solved perturbatively, at each order

furnished by 2N kernels F (n)

a labeled by the index a at order n:

 a(k, ⌘) =
1X

n=1

Z

q1,...,qn

�D(k � q1···n) en�⌘ F (n)

a (q1, . . . ,qn; ⌘) �0(q1; ⌘ini) · · · �0(qn; ⌘ini) , (2.5)
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NM gauges and SPT, EFTofLSS, … : case of massive neutrinos

๏ Our case: in Newtonian Motion gauge: 

• scale-independent   and 

                                                                                                               with  

• Second raw approximately constant but not exactly equal to  

• Fully taken into account by Boltzmann code at linear order, but not in kernels 

๏ Remaining challenge: take into account exact neutrino impact on scale-dependent growth 
beyond linear order 

๏ Different NM gauge in which kernels become exactly EdS,  
    or use kernels that are scale-independent but slightly different from EdS

f(η)
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3
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The equations of motion can be written in a compact form after defining the tuple  = (�, �✓/Hf)
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�222(k,k1,k2) = �(k1,k2).
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so that the ⌦ab-matrix becomes time-independent. This approximation greatly simplifies Eq. (2.3),
allowing for analytic solutions order by order. Only the decaying mode is a↵ected by changes in the
ratio ⌦m/f2 and moreover the ratio only departs significantly from one at late times, z . 2 in ⇤CDM
(and also in moderate extensions). Consequently, the EdS-approximation has been shown to work
at the percent-level for the power spectrum [57, 66–68, 70] as well as the bispectrum [39, 69]. In
particular, in EFT analyses the departure from EdS can be largely degenerate with counterterms,
only leading to a shift in the EFT parameters [39, 68]. In this work we consider schemes with and
without the EdS approximation, which we will specify accordingly.

2.2 Extension of SPT

Following [57], we extend SPT by allowing for multiple species in the fluid as well as allowing for
a general time- and wavenumber-dependence. More precisely, for an N -fluid we collect the density
contrast and velocity divergence for each component i into into the field vector  a = (. . . , �i, ✓i, . . . )
with the index a running from 1 to 2N . In addition, we permit a general dependence on time and
wavenumber in the (now 2N ⇥ 2N) matrix describing the linear evolution ⌦ab = ⌦ab(|k|, ⌘). This
extension can capture multiple models beyond ⇤CDM in addition to e↵ective models of clustering
dynamics. It has in general no analytic solution however, hence we will mostly need to solve the
dynamics numerically.

The equations of motion (2.3) can also in this case be solved perturbatively, at each order

furnished by 2N kernels F (n)
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NM gauges and SPT, EFTofLSS, … : prospects

Once validation with  finished: 

Very cheap method to make EFTofLSS consistent with GR and include more complex 
cosmologies 

Next steps: 

๏ Generalise to biased tracers 

๏ Applicable to bispectrum, two-loops, … 

๏ Apply to models with stronger scale-dependence (decaying DM, modified gravity…)

ΛCDM + Mν



/ 28               DM properties from stage-IV surveys - J. Lesgourgues22

Boosting parameter inference with emulators

๏ Emulating observables, prior training: CosmoPower (Spurio Mancini 22); CONNECT (Nygaard 22) 

๏ Emulating observables, no prior training: OLÉ (Günther 2503.13183) 

๏ Emulating likelihood, no prior training: GPry (El Gammal 2503.21871)
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Online Learning Emulator (OLÉ)
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Figure 5: Posteriors of the extended cosmology model on Planck and 2024 DESI BAO data
as outlined in example 3.2. Posterior means obtained using OLÉ and CAMB differ by Dx < 0.048,
indicating good emulator accuracy.

remains excellent, with Dx < 0.02.
The examples of this section suggest that the accuracy and efficiency of OLÉ scale extremely
well with the complexity of the physical model and with the number of nuisance parameters.
Some runs that would have a considerable computational cost with a traditional MCMC
approach become easily feasible using the on-the-fly OLÉ emulator, without compromising
accuracy.

3.3 Stage-IV LSS Forecast for an Extended Cosmology Using MontePython and
CLASS

Data. As a further test of the emulator’s applicability to different types of likelihoods and
data, we run MCMC chains on synthetic data accounting for a Stage-IV galaxy survey, using a

– 17 –

OLÉ (Günther 2503.13183) 

• Combines active learning, principal component analysis, gaussian processes 

• Layer between public CLASS/CAMB  public Cobaya/MontePython 👍  

• Speeds up MCMCs [number of samples/CPU*h] by 30 to 1000, 

even with many nuisance parameters 

• Predicts its own accuracy !!!   👍  👍  

• Differentiable !!!  👍👍👍

↔
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Figure 3: Value of the reduced Hubble parameter h for the first 15000 theory evaluations
in one of the chains of a Cobaya MCMC run, as well as 6000 evaluations later in the chain
for comparison. The points are colored according to the type of call to the standard theory
code or emulator: CLASS calls saved in the cache and used to improve the emulator (black
cross), CLASS calls deemed not relevant for the emulator and therefore not cached (gray dots),
emulator calls followed by a successful accuracy test (green dots), emulator calls followed by
a failed accuracy test (red dots), and emulator calls not followed by an accuracy test (blue
dots). Gray dots appear only at the beginning during the burn-in phase. Note that red
dots (failed accuracy tests) are immediately followed by black dots (CLASS calls added to the
cache). As performance checks are passed and confidence in the emulator grows, testing is
gradually decreased, such that green dots give way to blue dots. Note that points very far
from the high-likelihood region would always be computed by the standard theory code to
avoid an overly expensive and conservative training of the emulator, but this situation did
not occur within the displayed sample.

parameter inference runs based on OLÉ and traditional runs. For simplicity and concision, we
will focus on the shift Dx of the mean value of the 1-dimensional posterior for each parameter
x normalized to the standard deviation found in the traditional run, �x. This dimensionless
shift is given as

Dx =
|hxi � hx̃i|

�x
, (3.1)

where hx̃i refers to the mean found in the OLÉ-based run, and hxi to that of the traditional
run. Even when comparing two well-converged runs, sampling noise usually leads to shifts
Dx in the range from 0.01 to 0.1 [52], indicating that the mean value is estimated with good
accuracy compared to the parameter uncertainty. In the following sections, we will quote the
relative shifts Dx obtained for various parameters, assuming different cosmological models
and likelihoods. Values of Dx smaller than 0.1 will indicate that the OLÉ emulator is not
significantly biasing the posteriors.
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Online Learning Emulator (OLÉ)

OLÉ (Günther 2503.13183)
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Figure 2: Fraction of elapsed computation time spent on each component of the process,
spanning the first ⇠ 1.5 hours of an MCMC analysis with OLÉ. It is clear that the initial
phase is dominated by running the traditional theory code until enough points have been
computed to train the emulator. Then comes a phase dominated by testing the emulator, as
its accuracy must be verified. Finally, when confidence in the emulator is high, the runtime
becomes dominated by the likelihood. As the run progresses, it will become even more
likelihood-dominated.

number of chains running in parallel, the number of cores per chain, the oversampling factor
for nuisance parameters, the initial proposal density, etc. In order to have a uniform metric,
we refer to the effective sample size (ESS) of the cosmological parameters of MCMC chains
(see Reference [67]). The ESS provides an estimate of the effective number of uncorrelated
samples in a chain. It is obtained by first estimating the scale on which the samples of
a chain are correlated, and then dividing the number of total samples by this correlation
scale.15 Note that oversampling allows to acquire samples at a higher rate in traditional runs
at the expense of increasing the correlation scale, such that each drawn (cosmological) sample
contains less information. Thus, using the ESS instead of the number of samples allows us to
have a meaningful comparison between the performance of runs performed with or without
oversampling. This is useful in our context since, as mentioned in Section 2.4, OLÉ] switches
off oversampling when no longer useful. The CPU time needed on a given platform to reach
a given ESS directly estimates the efficiency of a MH sampling pipeline, since it quantifies
the speed at which relevant information accumulates. For the CPU time, we should use
the effective amount of time during which the CPUs were active, which reflects the energy
consumption of the runs. This time can be obtained by multiplying the wall-clock time of
a run by the number of chains, the number of cores per chain, and the average CPU usage
efficiency reported by the computer at the end of the run. We denote the effective CPU time
in hours as CPUh. In summary, we will compare the efficiency of different runs performed
with or without OLÉ by looking at the ratio of their ESS per effective CPU time in hours,
ESS/CPUh.
Quantifying accuracy. Various estimators can be defined to quantify the agreement between

15In this work, we compute the ESS using GetDist [68] and ArviZ [69].
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Online Learning Emulator (OLÉ)
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Figure 5: Posteriors of the extended cosmology model on Planck and 2024 DESI BAO data
as outlined in example 3.2. Posterior means obtained using OLÉ and CAMB differ by Dx < 0.048,
indicating good emulator accuracy.

remains excellent, with Dx < 0.02.
The examples of this section suggest that the accuracy and efficiency of OLÉ scale extremely
well with the complexity of the physical model and with the number of nuisance parameters.
Some runs that would have a considerable computational cost with a traditional MCMC
approach become easily feasible using the on-the-fly OLÉ emulator, without compromising
accuracy.

3.3 Stage-IV LSS Forecast for an Extended Cosmology Using MontePython and
CLASS

Data. As a further test of the emulator’s applicability to different types of likelihoods and
data, we run MCMC chains on synthetic data accounting for a Stage-IV galaxy survey, using a
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Planck+SPT-3G+DESI BAO (54 nuisance)

ΛCDM + w0, wa, Mν
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Online Learning Emulator (OLÉ)
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Figure 7: Expected posteriors of the w0waCDM+
P

m⌫ +Ne↵ model according to the mock
Euclid WL+GCph +XCph +GCsp likelihoods described in Section 3.3, with a fiducial model
close to the Planck ⇤CDM best-fit. Dashed gray lines indicate the fiducial parameter values.
We recover the same posterior means with or without the OLÉ emulator to within Dx . 0.1.
Details on the precision parameters can be found in the Appendix B.3.

the density of the trigger field, the redshift at decay time, and the equation of state after the
decay. We fix the summed neutrino mass to

P
m⌫ = 0.06 eV.

Data. Our analysis includes Planck 2018 data for temperature, polarization [4] and lensing [70]
anisotropies, as well as Supernova luminosity data from the Pantheon+ sample [83] and
BAO data from the SDSS DR7 [72] and DR12 [73] samples. We use the MH sampler of
MontePython. We run 16 chains of 400,000 points each, on 4 cores each in the traditional run
and 1 core each in the OLÉ run.
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mock Euclid 3x2pt 

ΛCDM + w0, wa, Mν, Neff
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Online Learning Emulator (OLÉ)
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Figure 8: Posteriors of NEDE parameters along with ⌦cdm and h. Despite the strongly
non-Gaussian shapes of the posteriors, OLÉ does an excellent job of recovering the results of
the standard MCMC analysis.

Accuracy. On top of experimenting the NEDE model, we use this section to test the impact of
a few precision settings in OLÉ. In appendix B.4, we define two sets of OLÉ accuracy parameters
that we call high precision (HP) and low precision (LP). These parameters control the criterion
for considering the emulator as accurate enough in a given point and the number of PCA
components. The LP settings degrade the default requirements on the emulator accuracy and
on the number of PCA components. In the HP settings, the requirements on the emulator
accuracy are stronger than in the default settings, but the number of PCA components is in
between the default and LP settings. With both settings, we find excellent agreement between
the posteriors obtained with and without OLÉ, as illustrated in Figure 8. We do not compute
the shifts in the means Dx for this model, since normalizing to the standard deviation is less
meaningful when the posterior shapes are so far from Gaussian. Instead we wish to stress
the very high level of agreement of the posteriors, which is evident on visual inspection of the
contours. This shows that the OLÉ emulator is able to train over a non-trivially-shaped region
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CLAPP (Class LLM Agent for Pair Programming)

https://classclapp.streamlit.app

CLASS AI assistant: • Large Language Model (openAI) 
• Retrieval Augmented Generation (RAG) 
• Multi-agent communication

(currently requires openAI API key)

https://classclapp.streamlit.app
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CLAPP (Class LLM Agent for Pair Programming)

https://classclapp.streamlit.app

CLASS AI assistant: • Large Language Model (openAI) 
• Retrieval Augmented Generation (RAG) 
• Multi-agent communication

Example Questions: 
1. Can you show me how to plot in python the 

temperature  C_ells for CMB using classy? 
2. Can you show me a python code to plot the ratio 

between the lensing C_ells when using two 
nonlinear models: hmcode and halofit? 

3. Give me a python code that compares all nonlinear 
matter power spectrum methods available in classy 
and shows the ratio against halofit 

4. Give me the growth rate as a function of z, between 
0 and 3 for a LCDM cosmology 

5. Show me the energy density of dark energy as a 
function of z, for a DESI-like cosmology with 
w0=-0.7 and wa=-0.8?

(currently requires openAI API key)

https://classclapp.streamlit.app
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CLAPP (Class LLM Agent for Pair Programming)
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CLAPP (Class LLM Agent for Pair Programming)

https://classclapp.streamlit.app

https://classclapp.streamlit.app
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CLAPP (Class LLM Agent for Pair Programming)
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CLAPP (Class LLM Agent for Pair Programming)

https://classclapp.streamlit.app
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