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Redshift Surveys in the Reionisation Era
The primary near-IR instruments prior to JWST for spectra of z>7 galaxies:
• Keck MOSFIRE, VLT X-shooter, HST WFC3 grism and ALMA
• All struggled with either low spectral resolution, airglow or signal/noise issues
• Only ~60 published redshifts z>6  (now with JWST >1300)

Courtesy: Guido Roberts-Borsani
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t = 3.7 103 yr, z = 1100:   Recombination & formation of hydrogen
t ~ 200 Myr,  z ~ 20-30:    Hydrogen clouds drawn to DM & collapse
t ~ 250 Myr,  z ~ 15-20:    Nuclear ignition – “cosmic dawn”
t ~ 250 Myr – 1 Gyr 15 < z < 5.5:     UV photons from galaxies (+ AGN?) reionise IGM

Two big questions:  When did this happen?  
                                   What sources were responsible?



QSOs & end 
of reionisation

3404 G. D. Becker et al.

Figure 1. Spectra of z ∼ 6 quasars analysed in this work that are in addition to those in the Fan et al. (2006) sample. ULAS J1319+0950 and ULAS J0148+0600
were observed with VLT/X-Shooter, while the remainder were observed with Keck/ESI (see Table 1). Approximate fluxing is based on published z′-band
magnitudes. The spectra have been binned for display. Note that the Lyα forest flux for SDSS J2315−0023 appears depressed because the y-axis has been
scaled to accommodate the strong Lyα emission line.

uncertainties, we adopted a reduction strategy intended to mini-
mize such errors. Individual exposures were combined using an
inverse variance weighting scheme, where the variance in each two-
dimensional reduced frame was estimated from the measured scatter
about the sky model in regions not covered by the object trace, rather
than derived formally from the sky model and detector character-
istics. This avoids biases when combining multiple exposures due
to random errors in the sky estimate, which can be problematic
when the sky background is relatively low. We checked our com-
bined one-dimensional X-shooter spectra for evidence of zero-point
errors blueward of the quasar’s Lyman limit, where there should be
no flux, and found the errors to be negligible.

2.2 Lyα opacity measurements

Following Fan et al. (2006), we measure the mean opacity of the
IGM to Lyα in discreet regions along the lines of sight towards
individual objects. We quantify the opacity in terms of an effective
optical depth, which is conventionally defined as τ eff = −log ⟨F⟩,

where F is the continuum-normalized flux. Since our sample spans
a broad redshift range, we measure τ eff in bins of fixed comoving
length (50 Mpc h−1), rather than fixed redshift intervals. This length
scale, however, roughly matches the #z = 0.15 bins used by Fan
et al. (2006) over z ∼ 5–6.

Our Lyα flux measurements for all 23 objects are given in Table 2.
Error estimates do not include continuum errors, which are instead
incorporated into the modelling (see Section 4). In order to avoid
contamination from the quasar proximity region or from associated
Lyβ or O VI absorption, we generally restrict our measurements to
the region between rest-frame wavelengths 1041 and 1176 Å. This
also minimizes uncertainties in the continuum related to the blue
wing of the Lyα emission line. For four of the six zem > 5.9 objects,
however, we choose the maximum wavelength to lie just blueward of
the apparent enhanced transmission in the proximity zone, as done
by Fan et al. (2006). Exceptions to this are SDSS J0353+0104,
which is a broad absorption line (BAL), and SDSS J2054−0005,
for which edge of the region of enhanced flux is unclear. In these
cases we use a maximum rest-frame wavelength of 1176 Å.
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Spectra of 70 QSOs reveal greater 
hydrogen opacity to z~6.

Significant variation across different 
sightlines suggests a patchy 
distribution of ionised bubbles

Can quantify the Ly𝛼 opacity via the 
optical depth 𝜏

𝐼(𝜆) = 𝐼! 𝜆 𝑒"#

where 𝐼!	is the unattenuated 
continuum and 𝐼 the observed 
spectral flux

Bosman et al 2018

Redshift of Lyman 𝛼 absorption
        5.0          5.5          6.0           

Quasar lightLight absorbed by 
clouds of hydrogen

Ionized regions

Sarah Bosman



Redshift - Dependent Hydrogen Absorption
Pros:  Direct measure of the neutral fraction XHI = nHI / nH
Cons: Few suitable quasars beyond redshift z~6.5
          Sensitivity limited to z~6: small amount of hydrogen saturates absorption (XHI  > 10-3) 

• Upturn in opacity at redshifts beyond z~5.5: entering the neutral era
• Significant scatter from one quasar sightline to another:  patchy distribution
• NB: other QSO spectral statistics are useful e.g. dark absorption gaps, damping wings 

é
Optical depth 
of absorption

𝜏

Evidence of patchy reionization 3409

mean linear interparticle separation. Star formation was modelled
using an approach designed to optimize Lyα forest simulations,
where all gas particles with overdensity " = ρ/⟨ρ⟩ > 103 and tem-
perature T < 105 K are converted into collisionless star particles.
The photoionization and heating of the IGM were included using
a spatially uniform UVB, applied assuming the gas in the simula-
tions is optically thin (Haardt & Madau 2001). The fiducial thermal
history in this work corresponds to model C15 described in Becker
et al. (2011a); see also Appendix A1.

A total of nine simulations were performed to test the impact of
box size and resolution on our results (although the two models we
use most extensively in this work are the 100–1024 and 25–1024
simulations listed in Table 4). These span a range of box sizes and
gas particles masses, from 25 to 100 Mpc h−1 and 1.79 × 105 to
7.34 × 108 M⊙ h−1. Note, however, that these models (particularly
100–1024) employ a rather low mass resolution relative to that
required for fully resolving the low-density Lyα forest at z > 5
(cf. Bolton & Becker 2009, who recommend L ≥ 40 Mpc h−1 and
Mgas ≤ 2 × 105 M⊙ h−1).

In this work, however, our goal is to examine spatial fluctuations
in the Lyα forest opacity and UVB on large scales. The typical scales
are difficult to capture correctly in smaller (∼10 Mpc h−1) boxes
with high mass resolution; the mean free path to Lyman limit pho-
tons at z = 5 is ∼60 Mpc h−1 (comoving; e.g. Prochaska, Worseck
& O’Meara 2009; Songaila & Cowie 2010; Worseck et al. 2014).
Since computational constraints mean we are unable to perform
simulations in boxes with L ∼ 100 Mpc h−1 at the mass resolution
needed to fully resolve the low-density IGM, a compromise must
then be made on this numerical requirement. We have, however,
verified that this choice will not alter the main conclusions of this
study. This is examined in further detail in Appendix A1, where
we present a series of convergence tests with box size and mass
resolution.

In addition to the nine simulations used to test box size and mass
resolution convergence, we also perform two further simulations
in which the cosmological parameters and IGM thermal history are
varied. These models are used to test the impact of these assumptions
on our results. The Planck simulation adopts ($m, $%, $b h2, h, σ 8,
ns) = (0.308, 0.692, 0.0222, 0.678, 0.829, 0.961), consistent with the
recent results from Planck (Planck Collaboration XVI 2014). The
Dz12_g1.0 model adopts an alternative IGM heating history which
reionizes earlier (zr = 12, cf. zr = 9 for our fiducial model), and
heats the gas in the low-density IGM to higher temperatures. Further
details and tests using these models maybe found in Appendices A2
and A3.

Finally, we extract synthetic Lyα forest spectra from the output
of the hydrodynamical simulations using a standard approach (e.g.
Theuns et al. 1998) under the assumption of a spatially uniform H I

photoionization rate, 'H I. As we now discuss in the next section,
these spectra will also be generated using a model for spatial fluc-
tuations in the ionization rate which is applied in post-processing.

4 U V BAC K G RO U N D M O D E L S

4.1 Uniform UVB

We begin by considering models with a uniform ionizing back-
ground, where the scatter in τ eff between lines of sight is driven
entirely by variations in the density field. Lidz et al. (2006) found
that such a model could potentially accommodate much of the ob-
served scatter in τ eff without invoking additional factors such as
fluctuations in the UVB related to the end of reionization. Our first

task is therefore to reassess this conclusion in light of the additional
data presented herein.

We calculate the expected scatter in τ eff at each simulation red-
shift by fixing the volume-averaged neutral fraction, ⟨fH I⟩, assum-
ing a uniform UVB, and measuring the mean flux along randomly
drawn 50 Mpc h−1 sections of Lyα forest. We use 100–1024 sim-
ulation for our fiducial estimates in order to include the maximum
amount of large-scale structure. Trials with the other simulations in
Table 4 show relatively little dependence on box size, but decreased
scatter in τ eff towards higher mass resolution (see Appendix A1).
This trend is driven by the fact that the low-density regions, which
dominate the transmission at these redshifts, become better resolved
with decreasing particle mass (see Bolton & Becker 2009). Our
choice of the 100 Mpc h−1 box is therefore conservative in determin-
ing whether the observed scatter can be reproduced with a uniform
UVB.

Our nominal ⟨fH I⟩ evolution is given by

⟨fH I⟩(z) = (1.3 × 10−5)
(

1 + z

5.6

)η

, (1)

with η = 2.9 (5.0) for z ≤ 4.6 (z > 4.6). The evolution at z ≤ 4.6
is chosen to reproduce the mean opacity measurements of Becker
et al. (2013) (although we note that the precise neutral fraction will
depend on the simulation parameters, primarily mass resolution).
The evolution in ⟨fH I⟩ at z > 4.6 is chosen such that the lower bound
in τ eff roughly traces the lower envelope of the observed values over
4.6 < z < 5.8. At these redshifts, the majority of τ eff measurements
tend to cluster along a relatively narrow locus bounded by this en-
velope, while outlying points tend to scatter towards higher values.
While our choice of ⟨fH I⟩ evolution at z > 4.6 is not a fit, anchoring
the τ eff distribution near this lower boundary provides one way of
determining whether all of the data, at least up to z ≃ 5.8, can be
reproduced using a uniform UVB.

Our uniform UVB model is compared to the τ eff measurements in
Fig. 7. As noted above, we do not include continuum uncertainties
in the τ eff values measured from the data, but instead incorporate
these effects directly into our models. The dark shaded region in

Figure 7. Predicted distribution of Lyα τ eff for our uniform UVB model.
Data points are as in Fig. 6. The dark shaded region spans the two-sided
95 per cent range in τ eff for the evolution of the hydrogen neutral fraction
given by equation (1). The light shaded bands on either side of this region
show the additional scatter due to random continuum errors (see text). The
dashed lines give the one-sided 95 per cent upper limit in τ eff for 50 Mpc h−1

regions when the neutral fraction is increased by 0.15, 0.3, 0.45, and 0.6 dex
(bottom to top). The dotted lines give the two-sided 95 per cent interval in
τ eff for a separate evolution in the neutral fraction (see text).
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Figure 2. Redshift evolution of the IGM. Left: Lyα effective optical depth, τeff
GP

(Lyα), computed in bins of width ∆z ≈ 0.15 in both Lyα
and Lyβ, with arrows representing lower limits. The triangles and diamonds are the measurements from the sightline to GRB 130606A
(Chornock et al. 2013). The comparison points were measured from Lyα absorption of quasars by Fan et al. (2006b) and Becker et al.
(2013). Right: Neutral fraction of the IGM, x̄HI, showing the 2σ limit from the hybrid IGM+host+bubble model for GRB 140515A in red
and the other GRB constraints in blue (Chornock et al. 2013; Totani et al. 2006, 2014; Patel et al. 2010). The lower limit from observations
of a z = 7.085 quasar is in green (Mortlock et al. 2011; Bolton et al. 2011), along with measurements from quasar absorption (Fan et al.
2006b) and a step-function reionization fit to the microwave background polarization (Hinshaw et al. 2013). The dashed line is a fiducial
late reionization model from Gnedin & Kaurov (2014).
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Figure 3. H I column density measurements for z>4 GRBs. Data
from the literature were compiled by Thöne et al. (2013) and sup-
plemented with a few more recent results (111008A: Sparre et al.
2014; 130606A: Chornock et al. 2013; Castro-Tirado et al. 2013;
Totani et al. 2014; 140518A: Chornock et al. 2014b). GRBs at
z ! 5.5 appear to have lower hydrogen columns than those at
lower redshift.

dashed line in Figure 1 and has zGRB=6.3282+0.0010
−0.0004 and

x̄HI=0.056+0.011
−0.027. At the 3σ level, the maximum value

allowed for x̄HI is 0.09.

4.3. Hybrid Model

The two models above represent possible extremes
of absorption from only the host or IGM. If both are
present, the situation is more complex. If we sim-
ply combine the models, the limits will relax and favor
somewhat smaller values for x̄HI and log(NHI) as the

two sources of opacity are both allowed to contribute.
However, more properly treating the inhomogeneity of
the IGM during of the end of reionization will con-
siderably relax these constraints (Mesinger & Furlanetto
2008; McQuinn et al. 2008).
We address this issue by fitting a hybrid model with

absorption from both the host and the IGM. This model
has three free parameters (log(NHI), x̄HI, and zGRB). We
place the GRB in an ionized bubble and fix the radius
of the bubble along our sightline to Rb=10 comoving
Mpc. This choice is motivated by the simulations of
McQuinn et al. (2008), who found H II regions of approx-
imately this scale when x̄HI was globally equal to 0.5.
The best-fit values are zGRB=6.3273, log(NHI)=18.43,
and x̄HI=0.12. The marginalized contours from our fit
are shown in Figure 4. As expected, this significantly re-
laxes the constraint on x̄HI. Even with the favorable
assumption about the existence of an ionized bubble,
x̄HI<0.21 at the 2σ level. We do not take into account
the effect of inhomogeneity on the expected shape of
the damping wing from the IGM (Mesinger & Furlanetto
2008). A larger bubble size would formally allow for even
higher x̄HI, but such bubbles are rare unless x̄HI is low
(McQuinn et al. 2008). Smaller ionized bubbles would
only tighten this constraint.
The three fiducial models sample the range of variation

of plausible reionization scenarios. All three models pro-
vide acceptable fits to the data, with reduced-χ2 values
near 1.0, although the IGM-only model appears to be less
adequate at the sharp edge of Lyα. The patchiness of the
end of reionization will result in significant stochasticity
along different sightlines (Mesinger & Furlanetto 2008;
McQuinn et al. 2008) and a statistical ensemble of GRB

é
Neutral 
fraction 
by 
volume

Bosman et al 2018



Planck Collaboration: Planck 2018 results. VI.
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Fig. 2. Planck 2018 T E (top) and EE (bottom) power spectra. At multipoles ` � 30 we show the coadded frequency spectra computed from the
Plik cross-half-mission likelihood with foreground and other nuisance parameters fixed to a best fit assuming the base-⇤CDM cosmology. In the
multipole range 2  `  29, we plot the power spectra estimates from the SimAll likelihood (though only the EE spectrum is used in the baseline
parameter analysis at `  29). The best-fit base-⇤CDM theoretical spectrum fit to the Planck TT,TE,EE+lowE+lensing likelihood is plotted in
light blue in the upper panels. Residuals with respect to this model are shown in the lower panels. The error bars show Gaussian ±1� diagonal
uncertainties including cosmic variance. Note that the vertical scale changes at ` = 30, where the horizontal axis switches from logarithmic to
linear.
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CMB Polarisation & Reionisation
today

• Thomson scattering induces polarisation  as 
electrons are anisotropically illuminated by 
CMB fluctuations

• Reionisation damps TT(l) by an amount 
degenerate with its intrinsic amplitude but 
produces an unique EE(l) signal on large 
scales breaking degeneracy 

• As an integrated measure, optical depth 𝜏 
constrains the “median” redshift and duration 
but not XHI(z) 

• Planck (2020) indicate 𝜏 = 0.057 ± 0.007 
implying zmed ~7.7±0.7  (age ~650 Myr)

• De Belsunce et al (2021) refined calibration 
raising 𝜏 = 0.063 ± 0.005 (0.5𝜎) 

• Parametric fits to EE, TT, TE indicate 
reionisation began at z~10-12 & ended at z~6.

EE(l )

reionisation 
signature

Kinematics of electrons 
@ recombination

Planck Collaboration: Planck constraints on reionization history

Fig. 4. Left: Evolution of the ionization fraction for several functions, all having the same optical depth, ⌧ = 0.06: green and blue are
for redshift-symmetric instantaneous (�z = 0.05) and extended reionization (�z = 0.7), respectively; red is an example of a redshift-
asymmetric parameterization; and light blue and magenta are examples of an ionization fraction defined in redshift bins, with two
bins inverted between these two examples. Right: corresponding EE power spectra with cosmic variance in grey. All models have
the same optical depth ⌧ = 0.06 and are essentially indistinguishable at the reionization bump scale.

panded around a given fiducial model for CEE
` . Moreover, the po-

tential bias on the ⌧ measurement when analysing a more com-
plex reionization history using a simple sharp transition model
(Holder et al. 2003; Colombo & Pierpaoli 2009) is considerably
reduced for the (lower) ⌧ values as suggested by the Planck re-
sults. Consequently, we do not consider the non-parametric ap-
proach further.

4. Measuring reionization observables

Reionization leaves imprints in the CMB power spectra, both
in polarization at very large scales and in intensity via the sup-
pression of TT power at higher `. Reionization also a↵ects the
kSZ e↵ect, due to the re-scattering of photons o↵ newly liberated
electrons.

4.1. Large-scale CMB polarization

Thomson scattering between the CMB photons and free elec-
trons generates linear polarization from the quadrupole moment
of the CMB radiation field at the scattering epoch. This occurs
at recombination and also during the epoch of reionization. Re-
scattering of the CMB photons at reionization generates an ad-
ditional polarization anisotropy at large angular scales, because
the horizon size at this epoch subtends a much larger angular
size. The multipole location of this additional anisotropy (essen-
tially a bump) in the EE and T E angular power spectra relates to
the horizon size at the new “last-rescattering surface” and thus
depends on the redshift of reionization. The height of the bump
is a function of the optical depth or, in other words, of the history
of the reionization process. Such a signature (i.e., a polarization
bump at large scales) was first observed by WMAP, initially in
the T E angular power spectrum (Kogut et al. 2003), and later in
combination with all power spectra (Hinshaw et al. 2013).

In Fig. 3 we show for the “instantaneous” reionization case
(specifically the redshift-symmetric parameterization with �z =
0.5) power spectra for the E-mode polarization power spec-
trum CEE

` and the temperature-polarization cross-power spec-
trum CT E

` . The curves are computed with the CLASS Boltzmann

solver (Lesgourgues 2011) using ⌧ values ranging from 0.04 to
0.08. For the range of optical depth considered here and given
the amount of cosmic variance, the T E spectrum has only a
marginal sensitivity to ⌧, while in EE the ability to distinguish
di↵erent values of ⌧ is considerably stronger.

In Fig. 4 (left panel), the evolution of the ionized fraction
xe during the EoR is shown for five di↵erent parameterizations
of the reionization history, all yielding the same optical depth
⌧ = 0.06. Despite the di↵erences in the evolution of the ioniza-
tion fraction, the associated CEE

` curves (Fig. 4, right panel) are
almost indistinguishable. This illustrates that while CMB large-
scale anisotropies in polarization are only weakly sensitive to the
details of the reionization history, they can nevertheless be used
to measure the reionization optical depth, which is directly re-
lated to the amplitude of the low-` bump in the E-mode power
spectrum.

We use the Planck data to provide constraints on the
Thomson scattering optical depth for “instantaneous” reioniza-
tion. Figure 5 shows the posterior distributions for ⌧ obtained
with the di↵erent data sets described in Sect. 2 and compared
to the 2015 PlanckTT+lowP results (Planck Collaboration XIII
2016). We show the posterior distribution for the low-` Planck
polarized likelihood (lollipop) and in combination with the
high-` Planck likelihood in temperature (PlanckTT). We also
consider the e↵ect of adding the SPT and ACT likelihoods
(VHL) and the Planck lensing likelihood, as described in
Planck Collaboration XV (2016).

The di↵erent data sets show compatible constraints on the
optical depth ⌧. The comparison between posteriors indicates
that the optical depth measurement is driven by the low-` like-
lihood in polarization (i.e., lollipop). The Planck constraints
on ⌧ for a ⇤CDM model when considering the standard “instan-
taneous” reionization assumption (symmetric model with fixed

6

redshift

XHII



Beginning of Reionisation – Planck view
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Figure 10. Constraints on the EoR history, including all of the above-mentioned observational priors: (i) the dark fraction (McGreer et al. 2015), (ii) CMB
optical depth (Planck Collaboration XLVII 2016); (iii) Ly↵ fraction evolution (Mesinger et al. 2015); (iv) LAE clustering (Ouchi et al. 2010; Sobacchi &
Mesinger 2015); (v) damping wing in ULAS J1120+0641 (Greig et al., in prep); (vi) patchy kSZ (George et al. 2015). In order to aid the visual representation
of the respective constraints we present the 2� contours for the CMB optical depth and the patchy kSZ signal as the boundaries of the 1� limits are masked
by the constraints from the combined EoR history (c.f. Figs. 4 and 9). For all other observations we present the 1� limits and constraints.

throughout reionisation rules out large values of ⇣ (i.e. fesc), as
reionisation would otherwise occur too early to be consistent with
the Planck observations.

In Fig. 12, we illustrate how such an empirically-motivated
prior on T

min

vir can impact our constraints on ⇣ (or fesc). The red
curve corresponds to the 1D marginalised PDF from our Gold Sam-
ple (as in Fig. 5), showing that ⇣ is essentially unconstrained due
to its degeneracy with T

min

vir . On the other hand, the blue curve in-
cludes the more stringent, step-function prior of Tmin

vir  10
5 K.

The constraints on the ionising efficiencies are improved consider-
ably with the addition of the Tmin

vir  10
5 K prior: fesc = 0.14

+0.26
�0.09

(or ⇣ = 28
+52

�18
).

A word of caution about this approach is in order. As dis-
cussed above, our three-parameter model serves to provide a set
of functions, x̄HI(z), to describe the reionisation history. As long
as the space of x̄HI(z) functions is “reasonably” exhaustive, it can
be directly compared with EoR observations with the resulting con-
straints being fairly robust (i.e. not strongly dependent on the phys-
ical interpretation of the EoR parameters themselves). In contrast,

of Tmin

vir
, for a given Mmin

UV
, obtained with abundance matching under the

fiducial assumption of a constant duty cycle; or (ii) an ionising photon es-
cape fraction which increases towards fainter galaxies (e.g. Paardekooper
et al. 2015), compensating for their less-efficient star formation. In any case,
the calculation shown here is only approximate, and should be taken as a
proof-of-concept for future studies when better observations of the faint end
of the LF at higher redshifts, as well as insights into the scaling of fesc with
halo mass, are available.

Figure 11. Parameter constraints corresponding to Fig. 10. As in Fig. 4, the
dashed blue curve in the bottom right panel shows the marginalised 1D PDF
for Tmin

vir
, but narrowing the adopted range for a flat prior on the ionising

efficiency to 0 < ⇣ < 100 (arguably a more plausible range).

constraints on the EoR parameters themselves are much more un-
certain, relying on both: (i) the accuracy of the EoR parametri-
sation; and (ii) the numerous assumptions necessary to connect
the faint galaxy population driving reionisation to the rare bright
objects we actually observe. The results presented in this section
should therefore be interpreted as a proof-of-concept.

c� 0000 RAS, MNRAS 000, 000–000

xHI(z)

Greig & Mesinger 2016

Planck Collaboration: Planck constraints on reionization history

Fig. 11. Posterior distributions on the end and beginning of
reionization, i.e., zend and zbeg, using the redshift-symmetric pa-
rameterization without (blue) and with (green) the prior zend > 6.

reionization redshifts; marginalizing over �z thus shifts the pos-
terior distribution to slightly larger zre values.

In addition to the posteriors for zre and �z using the redshift-
symmetric parameterization, the distributions of the end and
beginning of reionization, zend (i.e., z99 %) and zbeg (i.e., z10 %),
are plotted in Fig. 11. In such a model, the end of reionization
strongly depends on the constraint at low redshift. On the other
hand, the constraints on zbeg depend only slightly on the low-
redshift prior. These results show that the Universe is ionized at
less than the 10 % level above z = 9.4 ± 1.2.

5.2. Redshift-asymmetric parameterization

We now explore more complex reionization histories using
the redshift-asymmetric parameterization of xe(z) described in
Sect. 3. In the same manner as in Sect. 5.1, also examine the
e↵ect of imposing the additional constraint from the Gunn-
Peterson e↵ect.

The distributions of the two parameters, zend and zbeg, are
plotted in Fig. 12. With the redshift-asymmetric parameteriza-
tion, we obtain zbeg = 10.4+1.9

�1.6 (imposing the prior on zend),
which disfavours any major contribution to the ionized fraction
from sources that could form as early as z >⇠ 15.

Fig. 12. Posterior distributions of zend and zbeg using the redshift-
asymmetric parameterization without (blue) and with (green) the
prior zend > 6.

In Fig. 13, we interpret the results in terms of reionization
redshift and duration of the EoR, finding

zre = 8.0+0.9
�1.1 (uniform prior) , (16)

zre = 8.5+0.9
�0.9 (prior zend > 6) . (17)

These values are within 0.4� of the results for the redshift-
symmetric model. For the duration of the EoR, the upper limits
on �z are

�z < 10.2 (95 % CL, unform prior) , (18)
�z < 6.8 (95 % CL, prior zend > 6) . (19)

Fig. 13. Posterior distributions for zre and �z using the redshift-
asymmetric parameterization without (blue) and with (green) the
prior zend > 6.

5.3. Combination with the kSZ effect

In order to try to obtain better constraints on the reionization
width, we now make use of the additional information coming
from the amplitude of the kinetic SZ e↵ect. Since Planck alone
is not able to provide accurate limits on the kSZ amplitude, we
combine the Planck likelihoods in temperature and polarization
with the measurements of the CMB TT power spectrum at high
resolution from the ACT and SPT experiments, “VHL.”

Using the redshift-symmetric model, when adding the VHL
data, we recover essentially the same results as in Sect. 5.1. The
reionization redshift is slightly lower, as suggested by the results
on ⌧ (see Eq. 7 and the discussion in Sect. 4.1). We also see the
same degeneracy along the �z direction.

With the addition of kSZ information, we are able to break
the degeneracy with �z. This might allow us to determine how
much kSZ power originated during reionization (i.e., patchy
kSZ) and how much at later times, when the Universe became
fully ionized (i.e., homogeneous kSZ). We use the templates
from Shaw et al. (2012) and Battaglia et al. (2013) for the ho-
mogeneous and patchy kSZ contributions, respectively, with the
dependency on ⇤CDM cosmological parameters as described in
Sect. 4.2. Those specific relations rely on a redshift-symmetric
model for the description of the EoR. Note, however, that the
results presented here are derived from specific simulations of
the reionization process, and so explicit scalings need to be
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is not able to provide accurate limits on the kSZ amplitude, we
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with the measurements of the CMB TT power spectrum at high
resolution from the ACT and SPT experiments, “VHL.”

Using the redshift-symmetric model, when adding the VHL
data, we recover essentially the same results as in Sect. 5.1. The
reionization redshift is slightly lower, as suggested by the results
on ⌧ (see Eq. 7 and the discussion in Sect. 4.1). We also see the
same degeneracy along the �z direction.

With the addition of kSZ information, we are able to break
the degeneracy with �z. This might allow us to determine how
much kSZ power originated during reionization (i.e., patchy
kSZ) and how much at later times, when the Universe became
fully ionized (i.e., homogeneous kSZ). We use the templates
from Shaw et al. (2012) and Battaglia et al. (2013) for the ho-
mogeneous and patchy kSZ contributions, respectively, with the
dependency on ⇤CDM cosmological parameters as described in
Sect. 4.2. Those specific relations rely on a redshift-symmetric
model for the description of the EoR. Note, however, that the
results presented here are derived from specific simulations of
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Later modeling taking into account

- Planck CMB 𝜏
- QSO absorption line data 
- Galaxy Ly𝛼 emission fractions (see later)
- Kinetic S-Z effect

in the context of 𝛬CDM suggests reionisation 
may have begun earlier at z~15-20



Ly-α Emission from Early Galaxy Formation. Mark DIJKSTRA







Figure 1: This Figure shows schematically why Lyα emitting galaxies (LAEs) probe the distribution of neu-
tral intergalactic gas during the EoR. Lyα photons emitted by galaxies inside large HII regions can redshift
away far from the line resonance before they enter the neutral IGM (as indicated by the color-changing solid
lines). As a result of this redshift, some of these photons can propagate freely to the observer. However,
for galaxies inside smaller HII regions all Lyα photons scatter through the neutral IGM (represented by the
dotted lines) into a very low surface brightness ‘fuzz’ that is much too faint to be detected with existing tele-
scopes [14, 8]. Because the neutral IGM affects the detectability of Lyα photons, we expect the reionization
process to leave an imprint in various statistics (number counts, clustering, ...) of LAEs [11, 16].

1. Introduction: Lyα Emitting Galaxies as a Probe of the Epoch of Reionization

The Lyα emission line is robustly predicted to be the most prominent intrinsic spectral feature
of the first generation of galaxies that initiated the reionization process in our Universe. The Lyα
line can be heavily suppressed by intervening, neutral intergalactic gas. As a result, the process of
reionization leaves an imprint on various statistics of Ly-α emitting galaxies (Fig 1, [11]). However,
if we wish to fully exploit Lyα emitters (LAEs) as a probe into the Epoch of Reionization (EoR),
it is important to understand what drives their observed redshift evolution after reionization is
completed. Otherwise, it is difficult to tell what other parameters are important in driving the
redshift evolution of LAEs, and whether these parameters can be evolving during the EoR as well.
I argue that one of the key uncertainties in interpreting existing LAE observations relates to the
impact of the ionized intergalactic medium (IGM) on Lyα photons emitted by galaxies.

2

As a resonant transition Lyman 𝛼 emission is easily scattered by 
neutral hydrogen 

• In a neutral IGM, line intensity will be greatly reduced

• In ionised bubble, Ly𝛼 photons can emerge and be Doppler-
shifted out of resonance at a bubble surface

Fractional visibility of Ly𝛼 with redshift XLy𝛼(z) (Stark+2011)

Unfortunately radiative transfer of Ly𝛼 photons through a 
partially neutral IGM is a complex process so inferring XHI(z) 
from XLy𝛼(z) is challenging e.g. IGM attenuation will be 
diminished if gas has significant systemic velocity ∆v

When Did Reionisation End ? Emission Probes

Can model these effects assuming demographics of 
Ly𝛼 emission in fully-ionised era @ z~3 (EW, ∆v – LUV) 

Pre-JWST study:

68 z~7 galaxies of which 12 have Ly𝛼 detections

Derive XHI (z~7) = 0.59 ± 0.13
Mason et al 2018



Lyman 𝛼 studies with JWST - I
As an infrared telescope, JWST provides unique access to Balmer lines 
H𝛼 (z<6.6) and H𝛽 (z<9.2) enabling escape fraction of Ly𝛼 photons 𝒇𝒆𝒔𝒄(𝑳𝒚𝜶). 

Case B recombination:    If ne=100 cm-3, Te=104K, Ly𝛼 / H𝛼 = 8.2

                                        So fesc(Lyα) = L(Lyα)/(8.2 × L(Hα))

Measuring fesc(Lyα) with redshift can extend trends found with ground-based telescopes.

H𝛼Ly𝛼 z=6.63

H𝛽



Comparison 4.9<z<6.5 sample:

JADES, FRESCO, Keck, VLT
79 galaxies with Ly𝛼 and H𝛼

Derive probability distributions of 
EWs, fesc(Lyα) and ∆vLy𝛼 as a 
function of LUV and [O III] emission

Enables controlled redshift-
dependent comparisons

Reionisation sample:

JADES, ERS, GO
210 6.5<z<13 spectra
33 Ly𝛼  6.5<z<10.5

X(Ly𝛼) shows continued decline
to z~10 with field-field variations

Can compare with EW distribution 
@ z~5-6.5 to derive relative XHI(z) 
following Mason et al (2018)

Lyman 𝛼 studies with JWST - II 

Tang, Stark, RSE et al 2024a,b; see also Kageura et al 2025

12 Tang et al.

Table 3. Parameters of Ly↵ EW distributions.

Sample Ngal eµ (Å) �

z = 6.5 � 8.0 153 5.0+1.9
�1.6 1.74+0.29

�0.23

z = 8.0 � 10.0 36 2.7+2.0
�1.2 1.59+0.50

�0.37

EGS (z = 6.5 � 8.0) 46 7.1+3.9
�3.2 1.98+0.52

�0.37

GOODS + Abell 2744 (z = 6.5 � 8.0) 107 3.9+2.1
�1.6 1.66+0.39

�0.32

Note—Ngal is the number of galaxies in each subsample. We
give the Posterior median and 68% credible interval of the
median Ly↵ EW (eµ) and standard deviation (�).

have a median diameter of 1.5 arcsec (Tang et al. 2024b).865

In Tang et al. (2024b) we have derived a conversion fac-866

tor between the Ly↵ fluxes measured from MUSE or867

DEIMOS spectral extractions and NIRSpec MSA shut-868

ter spectra (NIRSpec Ly↵ flux ' 0.8⇥ ground-based869

Ly↵ flux). We multiply the ground-based Ly↵ fluxes by870

this factor in order to be consistent with the NIRSpec871

measurements. To quantify the redshift revolution, we872

divide our sample into three redshift bins: z = 6.5 � 8.0873

(median z = 7.0, 153 galaxies), z = 8.0 � 10.0 (me-874

dian z = 8.8, 36 galaxies), and z = 10.0 � 13.3 (median875

z = 11.0, 12 galaxies). The fitted Ly↵ EW distribution876

parameters of each group are presented in Table 3.877

As ground-based investigations focused most on the878

disappearance of Ly↵ emitters between z ' 6 and z ' 7,879

we first investigate whether JWST observations suggest880

a similar picture. At z = 6.5� 8.0, we derive the follow-881

ing constraints on the Ly↵ EW distribution parameters:882

µ = 1.60+0.32
�0.38 and � = 1.74+0.29

�0.23. This indicates that883

18+7
�6% of the z = 6.5 � 8.0 galaxies show strong Ly↵884

emission with EW > 25 Å (the so-called Ly↵ fraction;885

e.g., Stark et al. 2010). In the top panel of Figure 6,886

we compare our Ly↵ fractions to those derived at z ⇠ 5887

(30+7
�7%) and z ⇠ 6 (24+10

�9 %) in Tang et al. (2024b). The888

comparison indicates that strong Ly↵ emission becomes889

less common from z ⇠ 5 to z ⇠ 7. This is consistent890

with the trends found in the literature (bottom panel891

of Figure 6) from ground-based studies (e.g., Schenker892

et al. 2014; Pentericci et al. 2018) and early JWST work893

(Jones et al. 2024; Nakane et al. 2024).894

We note that earlier measurements have often focused895

on systems with �20.25 < MUV < �18.75, narrower896

than the MUV range of our sample (�22 . MUV . �15).897

To evaluate how a di↵erent MUV range a↵ects our re-898

sults, we also derive the Ly↵ EW distribution and899

the Ly↵ fraction of our z = 6.5 � 8.0 galaxies with900

�20.25 < MUV < �18.75 (79 galaxies) using the same901

methodology. We find that the Ly↵ fraction of this sub-902
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Figure 6. Ly↵ fraction (EW > 25 Å) as a function of red-
shift. We show the NIRSpec samples at 6.5 < z < 8.0,
8.0 < z < 10.0, and 10.0 < z < 13.3 as red stars. We also
present the Ly↵ fractions of galaxies in the EGS (orange
filled diamond) and the GOODS + Abell 2744 (open ma-
genta diamond) fields separately, both at 6.5 < z < 8.0. The
top panel shows the comparison between our Ly↵ fractions
at z > 6.5 and those at z ⇠ 5 � 6 in Tang et al. (2024b, ;
grey pentagons). The bottom panel shows the comparison
with other literature (Schenker et al. 2014; Mason et al. 2018,
2019b; Pentericci et al. 2018; Kusakabe et al. 2020; Nakane
et al. 2024).

set is 15+9
�8%, which is consistent with the Ly↵ fraction903

of the entire z = 6.5 � 8.0 sample (18+7
�6%). Therefore,904

we conclude that choosing di↵erent MUV ranges (the en-905

tire MUV range of our sample or that mostly used in the906

literature) does not impact our results significantly.907

In spite of the disappearance of Ly↵ emitters, JWST908

is revealing a small number of galaxies with extremely909

strong Ly↵ emission (EW > 100 Å) at z ' 6.5 � 8910

(Figure 5; see also, e.g., Saxena et al. 2023; Chen et al.911
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Figure 9. Evolution of IGM neutral fraction (xHI) in the reionization era. The IGM neutral fractions derived from our z > 6.5
NIRSpec sample are shown by red stars. We show the constraints derived from CMB optical depth and Ly↵ and Ly� forest
dark pixel fraction (Mason et al. 2019a) as grey shaded regions (dark grey: 68% percentiles; light grey: 95% percentiles). We
overplot the IGM neutral fractions derived from multiple observational probes in literature: CMB optical depth (white hexagon;
Planck Collaboration et al. 2020), Ly↵ and Ly� forest dark pixel fraction (blue circles; McGreer et al. 2015; Jin et al. 2023), Ly↵
damping wing absorption of quasars (cyan squares; Bañados et al. 2018; Davies et al. 2018; Wang et al. 2020; Yang et al. 2020;
Greig et al. 2022; Ďurovč́ıková et al. 2024), Ly↵ damping wing absorption of Lyman break galaxies (green triangles; Curtis-Lake
et al. 2023; Hsiao et al. 2023; Umeda et al. 2024), the clustering of LAEs (orange diamond; Sobacchi & Mesinger 2015; Ouchi
et al. 2018), Ly↵ luminosity function (pink pentagon; Ouchi et al. 2010; Konno et al. 2014, 2018; Zheng et al. 2017; Inoue et al.
2018; Goto et al. 2021; Morales et al. 2021; Ning et al. 2022), and Ly↵ EW (violet stars; Mason et al. 2018, 2019b; Hoag et al.
2019; Whitler et al. 2020; Bolan et al. 2022; Bruton et al. 2023; Morishita et al. 2023; Nakane et al. 2024).

reference, the 62 arcmin2 area in each GOODS field has1401

an e↵ective radius of R ' 4.4 arcmin (or ' 1.3 pMpc at1402

z ⇠ 7 � 9), corresponding to a moderate-to-large bub-1403

ble size at these redshifts (Lu et al. 2024). In each red-1404

shift bin, we find on average 2 (3) [O III]-detected galax-1405

ies in GOODS-S (GOODS-N). We will show below that1406

these numbers are consistent with expectations given the1407

UV luminosity function (LF) and luminosity-dependent1408

[O III]+H� EW distribution at these redshifts.1409

If the four strong z & 7 Ly↵ emitters in the FRESCO1410

fields trace overdensities, we should see significantly1411

more than 2 � 3 galaxies in the �z = ±0.1 window cen-1412

tered on their redshifts. We find that there are 25 and 81413

[O III] emitters in the narrow redshift windows around1414

JADES-1129 + JADES-13041 (z ⇠ 7.1 in GOODS-N)1415

and JADES-13682 (z ⇠ 7.3 in GOODS-S), respectively1416

(see Figure 10). These numbers indicate significant over-1417

densities (8⇥ for JADES-1129 + JADES-13041 and 4⇥1418

for JADES-13682) around both sources, as would be ex-1419

pected if these Ly↵ emitters trace regions with an excess1420

of ionizing photons capable of carving out a sizable bub-1421

ble. On the other hand, we find that the redshift bin1422

around the strong Ly↵ emitter JADES-1899 contains1423

no additional [O III] emitters over the full GOODS-N1424

field9. This suggests that this extremely strong Ly↵1425

emitter (EW = 136 Å) is able to transmit a large frac-1426

tion of its line luminosity despite being situated in a1427

potentially underdense region. Below we consider each1428

of these environments in more detail.1429

9
There are several spectroscopically confirmed galaxies within

3 pMpc of JADES-1899 (see Figure 10) which are not detected in

FRESCO as they are either out of the footprint or fainter than

the grism flux limit, but they are not abundant enough to suggest

an overdensity.

EGS

GOODS

XLy𝛼

redshift

XHI

Mengtao Tang



Sources of Cosmic Reionisation

1. Integrated abundance of sources: ρUV (z)

2. Intrinsic rate of ionising photons: ξion

3. Fraction escaping to IGM: fesc

2 Robertson et al.

the contention that the bulk of the stars at this epoch are al-
ready enriched by earlier generations. Collectively, these two
results support an extended reionization process.
We synthesize these UDF12 findings with the recent 9-

yearWilkinson Microwave Anisotropy Probe (WMAP) results
(Hinshaw et al. 2012) and stellar mass density measurements
(Stark et al. 2012) to provide new constraints on the role of
high-redshift star-forming galaxies in the reionization pro-
cess. Enabled by the new observational findings, we perform
Bayesian inference using a simple parameterized model for
the evolving UV luminosity density to find reionization his-
tories, stellar mass density evolutions, and electron scatter
optical depth progressions consistent with the available data.
We limit the purview of this paper to empirical modeling of
the reionization process, and comparisons with more detailed
galaxy formation models will be presented in a companion
paper (Dayal et al., in preparation).
Throughout this paper, we assume the 9-year WMAP cos-

mological parameters (as additionally constrained by exter-
nal CMB datasets; h = 0.705, Ωm = 0.272, ΩΛ = 0.728,
Ωb = 0.04885). Magnitudes are reported using the AB sys-
tem (Oke & Gunn 1983). All Bayesian inference and maxi-
mum likelihood fitting is performed using theMultiNest code
(Feroz & Hobson 2008; Feroz et al. 2009).

2. THE PROCESS OF COSMIC REIONIZATION
Theoretical models of the reionization process have a long

history. Early analytic and numerical models of the reioniza-
tion process (e.g., Madau et al. 1999; Miralda-Escudé et al.
2000; Gnedin 2000; Barkana & Loeb 2001; Razoumov et al.
2002; Wyithe & Loeb 2003; Ciardi et al. 2003) highlighted
the essential physics that give rise to the ionized inter-
galactic medium (IGM) at late times. In the follow-
ing description of the cosmic reionization process, we fol-
low most closely the modeling of Madau et al. (1999),
Bolton & Haehnelt (2007b), Robertson et al. (2010), and
Kuhlen & Faucher-Giguère (2012).
The reionization process is a balance between the recombi-

nation of free electrons with protons to form neutral hydrogen
and the ionization of hydrogen atoms by cosmic Lyman con-
tinuum photons with energies E > 13.6 eV. The dimension-
less volume filling fraction of ionized hydrogen QHII can be
expressed as a time-dependent differential equation capturing
these competing effects as

Q̇HII =
ṅion
〈nH〉

−
QHII
trec

(1)

where dotted quantities are time derivatives.
The comoving density of hydrogen atoms

〈nH〉 = XpΩbρc (2)
depends on the primordial mass-fraction of hydrogen Xp =
0.75 (e.g., Hou et al. 2011), the critical density ρc = 1.8787×
10−29h−2 g cm3, and the fractional baryon density Ωb.
As a function of redshift, the average recombination time in

the IGM is

trec =
[

CHIIαB(T )(1+Yp/4Xp)〈nH〉(1+ z)3
]−1

, (3)

where αB(T ) is the case B recombination coefficient for hy-
drogen (we assume an IGM temperature of T = 20,000K),
Yp = 1 − Xp is the primordial helium abundance (and ac-
counts for the number of free electrons per proton in the
fully ionized IGM, e.g., Kuhlen & Faucher-Giguère 2012),

and CHII ≡ 〈n2H〉/〈nH〉2 is the “clumping factor” that ac-
counts for the effects of IGM inhomogeneity through the
quadratic dependence of the recombination rate on density.
Simulations suggest that the clumping factor of IGM gas is
CHII ≈ 1 − 6 at the redshifts of interest (e.g., Sokasian et al.
2003; Iliev et al. 2006; Pawlik et al. 2009; Shull et al. 2012;
Finlator et al. 2012).
We will treat this factor as a constant CHII = 3, but in real-

ity it is much more subtle than that (see, e.g., section 9.2.1
of Loeb & Furlanetto 2012). The average should be taken
over all gas within the ionized phase of the IGM. As reioniza-
tion progresses, this ionized phase penetrates more and more
deeply into dense clumps within the IGM – the material that
will later form the Lyman-α forest (and higher column density
systems). These high-density clumps recombine much faster
than average, so CHII should increase throughout reionization
(Furlanetto & Oh 2005). The crude approach of Equation 1
should therefore fail at the tail end of reionization, when most
of the remaining neutral gas has such a high density that CHII
attains a large value. Fortunately, we are primarily concerned
with the middle phases of reionization here, so this unphys-
ical behavior when QHII is large is not important for us. In
comparison with our previous work (Robertson et al. 2010),
where we consideredCHII = 2−6 and frequently usedCHII = 2
in Equation 3, we will see that our models complete reioniza-
tion somewhat later where a somewhat larger value of CHII is
more appropriate.
The comoving production rate ṅion of hydrogen-ionizing

photons available to reionize the IGM depends on the intrin-
sic productivity of Lyman continuum radiation by stellar pop-
ulations within galaxies parameterized in terms of the rate of
hydrogen-ionizing photons per unit UV (1500Å) luminosity
ξion (with units of ergs−1 Hz), the fraction fesc of such photons
that escape to affect the IGM, and the total UV luminosity
density ρUV (with units of ergs s−1 Hz−1 Mpc−3) supplied by
star-forming galaxies to some limiting absolute UV magni-
tudeMUV. The product

ṅion = fescξionρUV (4)

then determines the newly available number density of Ly-
man continuum photons per second capable of reionizing in-
tergalactic hydrogen. We note that the expression of ṅion in
terms of UV luminosity density rather than star formation rate
(c.f., Robertson et al. 2010) is largely a matter of choice; stel-
lar population synthesis models with assumed star formation
histories are required to estimate ξion and using the star for-
mation rate density ρSFR in Equation 4 therefore requires no
additional assumptions. Throughout this paper, we choose
fesc = 0.2. As shown by Ouchi et al. (2009), escape fractions
comparable to or larger than fesc = 0.2 during the reionization
epoch are required for galaxies with typical stellar populations
to contribute significantly. We also consider an evolving fesc
with redshift, with the results discussed in Section 6.2 below.
The advances presented in this paper come primarily from

the new UDF12 constraints on the abundance of star-forming
galaxies over 6.5 < z< 12, the luminosity functions down to
MUV& −17, and robust determinations of their UV continuum
colors. For the latter, in Section 3, we use the UV spectral
slope of high-redshift galaxies by Dunlop et al. (2012b) and
the stellar population synthesis models of Bruzual & Charlot
(2003) to inform a choice for the number ξion of ionizing pho-
tons produced per unit luminosity. For the former, the abun-
dance and luminosity distribution of high-redshift galaxies de-

Ionisation rate

Hz erg-1

LUV

Defined as

ρ
UV (z)Star-forming galaxies are the most likely 

candidates but AGN may also contribute

Hard to measure LyC escape at z > 4 due to line 
of sight IGM hydrogen absorption. Direct 
measures only possible for “analogues” at z~0-3.
Indirect measures undertaken at z~6+ (e.g. Ly𝛼)

Robertson, RSE et al 2010

Determined from the stellar population or 
diagnosed using nebular emission lines.

color excesses (see Reddy et al. 2015). For the SED models, we
assume a Chabrier (2003) IMF, an exponentially rising star
formation history (which has been shown to best reproduce the
observed SFRs at z∼ 2; Reddy et al. 2012), and two
combinations of metallicities and attenuation curves: a solar
metallicity with the Calzetti et al. (2000) curve as is commonly
assumed in high-redshift studies, and a subsolar metallicity
(0.2 Ze) with an SMC curve (Gordon et al. 2003), motivated by
recent studies suggesting that a steeper attenuation curve with a
subsolar metallicity (∼0.14−0.20 Ze) is more applicable to
galaxies at high redshifts (Capak et al. 2015; Bouwens
et al. 2016b; Reddy et al. 2017). We measure the stellar
E(B− V ) and UV luminosity (Lν) at 1500Åfrom the best-fit
SED models. The UV slope (β) is also measured from the best-
fit SED by fitting a power-law function ( fλ∝λα) at rest-frame
wavelengths 1268–2580Å(using the continuum windows
introduced in Calzetti et al. 1994). The galaxies in our sample
have at least three photometric bands in the aforementioned
wavelength window, with an average of eight bands.

3. Inferring ξion

The LyC production efficiency ( ionx ) is defined as the ratio of
the production rate of ionizing photons (N(H0)) in units of s−1

to the UV continuum luminosity density (LUV) in units of
erg s−1 Hz−1:

N
L

H
s erg s Hz . 1ion

0

UV

1 1 1x = - - -( ) [ ] ( )

In this work, LUV is measured at 1500Å(Section 2.3), and
N (H0) is calculated as follows. For an ionization-bounded
nebula, where the rate of recombination balances the rate of
ionizing photons, one can convert the Hα luminosity to the
production rate of LyC photons. This conversion mainly
depends on the nebular conditions, including electron density
and gas temperature (Spitzer 1978; Osterbrock 1989), and
hence is not sensitive to the choice of stellar population model.
We use the relation of Leitherer & Heckman (1995) to convert
our dust-corrected Hα luminosity (Section 2.2) to N (H0):

N LH s
1

1.36
10 H erg s . 20 1 12 1a= ´- -( ) [ ] ( ) [ ] ( )

An important assumption in calculating the LyC photon
production rate based on the observed Hα luminosity is the
amount of dust attenuation of ionizing photons internal to H II
regions. Using a sample of seven local galaxies, Inoue (2002)
concluded that the dust optical depth of LyC photons in H II
regions is almost equal to the dust optical depth of the diffuse
ISM.7 On the other hand, at z∼2, Reddy et al. (2016a) used
rest-UV spectroscopy and showed that the neutral hydrogen
column densities are high enough where ionizing photons have
a higher probability of ionizing hydrogen before they are
absorbed by dust grains. Additionally, the overall agreement
between Hα and UV SFRs that has been shown in many
previous studies (e.g., Erb et al. 2006; Shivaei et al. 2015a,

2015b) indicates that photoelectric absorption dominates the
depletion of ionizing photons. Therefore, in this analysis, we
assume negligible dust attenuation of ionizing photons internal
to H II regions.
Another assumption in the Hα-derived production rate of

ionizing photons is the escape fraction of LyC photons ( fesc). A
nonzero fesc implies a larger intrinsic ionx by a factor of

f1 1 esc-( )/ with respect to the measured ionx based on Hα
luminosity. We assume the relation between the covering
fraction of neutral hydrogen ( fcov) and E(B− V ) from Reddy
et al. (2016b) to estimate fesc (i.e., 1− fcov) from our SED-
inferred E(B− V ), and correct our measured ionx values. For
the nine galaxies in our entire sample with E B V 0- =( )
(four, if we use an SMC curve with 0.2 solar metallicity), we
set fesc=0.3, which is the maximum value of the sample,
to avoid an unrealistic escape fraction of 100%. With the
assumption of the Calzetti (SMC) attenuation curve for the
SED models, the average fesc for the full sample is 0.04 (0.09).
Ignoring the mentioned fesc correction (i.e., setting fesc= 0)
would not significantly alter the trends we find in this analysis.
Important sources of uncertainty in our inferences of ionx are

the dust corrections applied to the unobscured Hα and UV
luminosities. There are a number of studies in the literature that
have measured the UV and optical attenuation of stellar and
nebular emission at high redshifts (Noll et al. 2009; Wild et al.
2011; Reddy et al. 2012, 2015; Shivaei et al. 2015a, 2016;
De Barros et al. 2016, among many others). Corrections for
nebular attenuation commonly assume the Balmer decrement
(when measured) and the Cardelli et al. (1989) Galactic
extinction curve (Calzetti et al. 2000; Steidel et al. 2014; Reddy
et al. 2015; Shivaei et al. 2016). The dust-corrected Hα
luminosity increases on average by ∼0.06 dex if we use the
Calzetti et al. (2000) curve instead of the Cardelli et al. (1989)
curve. Estimating the stellar UV dust attenuation is more
uncertain. As mentioned in Section 2.3, we used E B V-( )
from the best-fit SED models with the assumption of the
Calzetti+solar metallicity or the SMC+subsolar metallicity.
The effect of the UV dust correction on ionx is discussed in
Section 4.1.

3.1. Composite Measurements

In order to include Hβ-undetected galaxies in our analysis,
we use a stacking technique to derive average ionx values in
bins of galaxy parameters as follows.8 Individual spectra are
shifted to the rest frame with a wavelength grid where
δλ=0.5Å. Parts of the individual spectra where the ratio of
the error spectra to the median error is greater than 3 are
removed, as they are dominated by sky lines. The composite
spectrum is created by taking the mean of the luminosities of
individual spectra contributing to the stack in each wavelength
bin. The composite error spectrum at each wavelength is
estimated as the uncertainty on the weighted mean (i.e.,
1 i i

2så/ , where i
2s is the variance of the ith individual

spectrum).
We fit the composite Hα, Hβ, [O III], and [N II] lines with

single Gaussian profiles and the [O II] line with a double
Gaussian profile. We estimate the composite line errors by
perturbing the stacked spectrum within the composite error
spectrum 1000 times. The Hα and Hβ composite lines are

7 If we assume that the gas-to-dust ratio in our galaxies is similar to that of the
local star-forming regions used in the Inoue (2002) study (an assumption that is
not necessarily correct), their result implies that ∼30% of LyC photons in our
galaxies (with E B V 0.2á - ñ ~( ) ) are depleted by dust attenuation internal to
H II regions. To correct for this effect, one would have to increase the ionx
computed from the Hα luminosity by ∼0.1 dex. 8 Source code available at https://github.com/IreneShivaei/specline.
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HST Measures of UV LF & Integrated ρUV

• Intrinsically faint sources 
dominate the integral

• So census of lensed faint 
sources from HST Frontier 
Fields critical

• HST still provides best constraint 
via reduced cosmic variance for 
lensed sources

• Faint end slope steepens from  
𝛼 = -2.05 to -2.34 for z > 7 so 
integral is formally divergent 
since no convincing sign of turn

    down to MUV ~ -13

• To this MUV  limit ρUV  is 
constrained to <20%

Bouwens, RSE et al 2022

Lensed FF 
galaxies

Integrated luminosity density:  𝜌" = ∫Φ 𝐿 𝐿	𝑑𝐿 = 	Φ∗ 𝐿∗	 Γ	(𝛼 + 2)  
which diverges if  Schechter faint end slope 𝛼≦-2

HST blank 
fields

Rychard Bouwens



Ionising Photon Production 𝛏ion 
Rest-UV metal lines of high ionisation potential (e.g. CIV, CIII]) interpreted via   

      photoionisation  models for stellar populations of different metallicities & AGN  

Pre-JWST example:

Feltre et al 2016; Nakajima, RSE et al 2018

Spectral diagnostics of AGN versus star formation 5

Figure 1. Examples of spectral energy distributions (in units of the luminosity per unit frequency at the Lyman limit) of the incident
ionizing radiation in the AGN and SF models of Table 2.1. The grey shaded area indicates the location of AGN ionizing spectra with
power-law indices between ↵ = �2.0 (bottom edge) and �1.2 (top edge). The blue and orange lines show the ionizing spectra of stellar
populations of metallicities Z = 0.001 and 0.03, respectively. Vertical lines indicate the ionizing energies of ions of di↵erent species.

DR7; Abazajian et al. 2009).1 By analogy with Juneau et
al. (2014, see also Kewley et al. 2006; Yuan et al. 2010), we
select all primary targets (SCIENCEPRIMARY = 1) in the
redshift range 0.04  z  0.2. The lower redshift cut lim-
its the influence of strong aperture e↵ects, while the upper
one allows the detection of galaxies with intrinsically weak
emission lines while increasing the statistics on Seyfert 2
galaxies (Juneau et al. 2014). We consider only those galax-
ies with measurements available simultaneously for all six
optical emission lines entering the definitions of the diagnos-
tics mentioned above, i.e., H�, [O iii]�5007, [O i]�6300, H↵,
[N ii]�6584 and [S ii]�6724. Following Juneau et al. (2014),
we further select galaxies according to signal-to-noise ra-
tio (S/N) in line-ratio rather than individual-line measure-
ments, which allows the sampling of a wider range of intrin-
sic emission-line properties (we use the factors in table 4 of
Juneau et al. 2014 to scale up the formal errors in flux-ratio
uncertainties in the MPA-JHU catalogs, as inferred from
the results of duplicate observations of the same galaxies).
We adopt the same criterion as these authors and require
S/N > 2.12 (= 3/

p
2) in the emission-line ratios of interest

to us, i.e., [O iii]�5007/H�, [N ii]�6584/H↵, [S ii]�6724/H↵
and [O i]�6300/H↵. This leaves us with a final sample of

1 We use the emission-line measurements made avail-
able online by the Max-Planck-Institute for Astro-
physics (Garching) and Johns Hopkins University (MPA-
JHU) collaboration in the file SepcObjAll.fits at
http://home.strw.leidenuniv.nl/⇠jarle/SDSS/.

202,083 galaxies with high-quality line-ratio measurements.
We correct the emission-line ratios for attenuation by dust,
based on the departure of the observed Balmer decrement
from the dust-free case-B recombination value and using
the standard reddening curve of Cardelli, Clayton & Mathis
(1989).

3.2 [O iii]�5007/H� versus [N ii]�6584/H↵ diagram

We start by considering the standard [O iii]�5007/H� versus
[N ii]�6584/H↵ diagram originally proposed by BPT to dis-
criminate between AGN and star-forming galaxies. Fig. 2
shows several versions of this diagram, in which we plot
AGN and SF models with di↵erent input parameters over
the SDSS observations described in Section 3.1. Each panel
corresponds to di↵erent assumptions about the gas density,
nH (increasing from left to right), and metallicity, Z (in-
creasing from top to bottom), as indicated. Also indicated
in parenthesis is the interstellar oxygen abundance, which
includes the components in the gas and dust phases. In each
panel, we show AGN models corresponding to wide ranges
in power-law index, ↵, and ionization parameter, US, and
SF models corresponding to the same range in US. The long-
dashed and dot-dashed black lines indicate, respectively, the
popular criteria of Kewley et al. (2001) and Kau↵mann et
al. (2003) to distinguish AGN from star-forming galaxies.

It is important to note that the parameter ranges con-
sidered in Fig. 2 encompass wider combinations of nH, Z
and US than typically observed in the nearby Universe. For

MNRAS 000, 1–21 (2015)

STARS AGN
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Figure 8. The efficiency of ionising photon production ξion as a function of UV absolute magnitude. Blue and orange refer to the
stronger and the weaker LAEs samples respectively. Green circles are individual LAEs whose ξion were derived from Hβ measures and
recombination theory (Paper I). Among the 13 LAEs presented in Paper I, one AGN-LAE and two LAEs whose ξion is less reliable are
not displayed. Magenta diamonds present a z = 7.05 galaxy identified with Civ (Stark et al. 2015b) and a z = 7.73 galaxy identified with
Ciii] (Stark et al. 2017). Red crosses represents a compilation of z = 6− 7 luminous Lyα-selected and UV-selected galaxies (Matthee et
al. 2017), and the red hexagon is an average for LAEs at z = 5 − 7 (Harikane et al. 2017). Black open symbols show larger samples of
continuum-selected Lyman break galaxies at similar redshifts; from MOSDEF (inverse triangles; Shivaei et al. 2017; at z = 1.4 − 2.6),
VUDS (pentagon; Nakajima et al. 2017; at z = 2− 4), and Bouwens et al. (2016) (squares; at z = 3.8− 5.0). An SMC attenuation law
is adopted in the correction for dust reddening. ξion values are calculated under the assumption of a zero escape fraction of ionizing
photons excepting for those from MOSDEF which refer to an assumed value of 9% (see text for details).

with logU ≃ −1.5 to −2.2 for the stronger LAEs sample
compared to logU ≃ −2.0 to −2.5 for the weaker LAEs
sample. Although the subsample of LAEs with the redder
UV slope does not exhibit a significant Civ detection, its
relatively large EW(Ciii]) ensures that its ionisation param-
eter could not be less than logU ≃ −2.5. These quantities
are not significantly altered if we adopt the single stellar
population models.

It is important to note that these models also reproduce
our O iii] emission line strengths. Since the stellar photoioni-
sation models of Nakajima et al. (2017) by default assume an
empirical relationship between C/O and O/H ratios (Dopita
et al. 2006) to give a carbon abundance at each metallicity,
LAEs are on average expected to obey the same relation-
ship, as typically inferred for continuum-selected galaxies at
similar redshifts (e.g. Steidel et al. 2016). Using the method
of Pèrez-Montero & Amoŕın (2017), the C/O ratios are es-
timated from the (Ciii]+Civ)/O iii] ratios to be log C/O
≃ −0.7± 0.1.

3.4 The Hardness of the Ionising Spectrum

Finally, with the knowledge of the metallicity and ionisation
parameter. U , we turn to estimating the hardness of the
ionising spectrum, ξion. We consider both the EW(Ciii]) and
EW(Civ) diagnostic diagrams presented in the lower two
panels of Figure 7.

The strength of the various UV lines is sensitive not
only to the ISM condition but also to the ratio of the num-
ber of ionising photons to the (non-ionising) UV continuum,
i.e. ξion. The UV nebular continuum must also be considered
for an accurate analysis. Using the derived ISM properties
(§3.3) and assuming a constant star-formation rate, we vary
the duration of current star-formation from 1 to 1000Myr
in order to match the observed EWs of Ciii] and Civ. The
inferred age can then be directly translated into a constraint
on ξion. It is important to note that in the following deriva-
tion of ξion we will follow the convention of assuming a zero
escape fraction of ionising photons (see discussion in §4).

The derivation of ξion also depends on whether or not
the stellar population includes binary stars. As clarified by
Nakajima et al. (2017), EWs of Ciii] and Civ generated by
a single stellar population produce EW(Ciii]) ! 12 Å and

c⃝ 2017 RAS, MNRAS 000, ??–??

VLT rest-UV spectra of 100 z~3 Ly𝛼 
emitters considered to be good analogues 
of z>7 galaxies

log 𝜉ion = 25.5 - 25.7 (for fesc=0)

Weak luminosity trend and harder radiation 
field than z~3 LBGs

z~3 LBGs

z~3 LAEs

log 
S𝜈/SLyC

Kimihiko Nakajima



Pre-JWST data suggested 𝛏ion increased with redshift but samples were very small.

Large JWST analyses have so far determined 𝛏ion from 

(i) photometric measures using medium bands suggest an increase with redshift.

JEMS imaging survey
677 galaxies 4 < z < 9
NIRCam medium/broad bands
sensitive to H𝛼, [O III]

(ii) spectroscopic data suggested otherwise 

JADES spectra of LAEs 
16 galaxies 5.8 < z < 8
Metal poor systems thought to dominate reionisation

log 𝛏ion ~ 25.6 at all redshifts

JWST Results for 𝛏ion - I

6146 C. Simmonds et al. 

MNRAS 527, 6139–6157 (2024) 

Figure 5. ξ ion values inferred through H α and [O III ] λ5007 emission lines, as well as through through SED fitting. For comparison, we include NIRSpec 
measurements for seven galaxies from Saxena et al. ( 2023 ) that o v erlap with our sample (white stars), most of which were derived from H α fluxes. We note 
that for the H α and [O III ] λ5007 results, an SMC dust attenuation curve was assumed, and remind the reader that the H α method in addition assumes an escape 
fraction of zero. Top panel: ξ ion versus redshift for the entire sample (677 galaxies). The symbols and colours of the values estimated by photometry are the 
same as in Fig. 4 . The PROSPECTOR estimations are shown in grey. The line represents the best fit to the photometrically inferred results. As expected, there is 
more scatter when the emission lines fall on wide bands (either F 356 W or F 444 W ), due to more noise and continuum being introduced. Middle panel: residuals 
between the values inferred through photometrically estimated emission lines and via PROSPECTOR . The symbols are the same as in the upper panel, light grey 
corresponds to comparisons with the H α method, while dark grey corresponds to comparisons with the [O III ] λ5007 method. We find a good agreement between 
all methods, and confirm an increased ξ ion with redshift given by log ξ ion = (0.07 ± 0.02) z + 25.05 ± 0.11, consistent with literature (see Fig. 6 ). Bottom panel: 
same as top panel but only showing the photometrically estimated ξ ion values, and colour-coded by M UV . The dashed horizontal lines represent the intercepts 
of the best-fitting relations shown in Fig. 8 for a fixed M UV of −18. It can be seen that at fixed M UV , ξ ion evolves with redshift. 
where ξ ion is in units of Hz erg −1 . This equation simultaneously 
describes the positi ve e volution of ξ ion with z and M UV , which is 
shown in Fig. 5 . 

Regarding the use of [O III ] EWs to estimate ξ ion , in Fig. 9 we 
present an update to a figure from Tang et al. ( 2019 ), showing how 
ξ ion and [O III ] EWs correlate. We plot their z ∼ 2 results, along 
with the local ones from Che v allard et al. ( 2018 ), and the ones 
estimated for a sample of extreme emission-line galaxies (EELGs) 
at z ∼ 3–6.7 in Boyett et al. (in preparation). We include our [O 
III ] EWs obtained from photometry and the ξ ion from PROSPECTOR . 
We remind the reader that the use of a fixed circular aperture in 
the photometry might result in an underestimation of fluxes when 
sources are extended. Additionally, differences in dust treatments 
affect the EW measurements, for example, adopting a higher ratio 
between nebular and continuum dust attenuation would increase the 

measurements of this work. We attribute the differences between 
our sample and the EELGs from Boyett et al. (in preparation) 
to a combination of the fixed circular aperture choice and the 
adopted dust attenuation assumptions. Independent of these slight 
discrepancies, ho we ver, for e very sample, ξ ion increases with [O III ] 
EWs. This connection between ξ ion and [O III ] EWs has also been 
seen in some simulations, for e xample, See yav e et al. ( 2023 ) report 
a positive correlation between [O III ] EWs and ξ ion in the First 
Light And Reionisation Epoch Simulations (Lo v ell et al. 2021 ; 
Vijayan et al. 2021 ). Our results broadly follow the expected relation, 
and, by comparing the results derived by emission-line fluxes to 
those inferred by PROSPECTOR , we corroborate that [O III ] strengths 
are good tracers of ξ ion . This is particularly useful in the high- 
redshift Universe, where Hydrogen recombination lines are not easily 
accessible. 
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JWST Results for 𝛏ion - II
• Photometric study also hinted at strong luminosity dependence 𝛏ion (MUV) and UV slope 𝛽 

trends which, together, suggest galaxies over-produce  ionising photons! (Munz et al 2024)  

• Larger spectroscopic sample provides more accurate measures of possible trends but note 
samples are not mass-limited. 

    JADES+CEERS: 167 galaxies 1.1 < z < 6.7 with H𝛼 and H𝛽 emission

     Much weaker 𝛏ion (MUV) and 𝛽 trends 

Pahl et al 2024; see also Llenera et al 2024 

Luminous galaxies 
marginally stronger

𝛏ion similar for all UV slopes

UV continuum slope 𝛽



Escape Fraction of Lyman Continuum Photons

Quantified (inappropriately!) as an average fraction fesc

Require  <fesc> ≥10% to maintain reionisation given estimates of ξion

Courtesy: D. Erb



Theoretical Perspective
Simulations suggest young SF galaxies are porous with non-zero escape fractions
But emerging LyC radiation is highly time-dependent & anisotropic so expect large variations

Wise et al 2014, Sharma et al 2015, Trebitsch et al 2017    Barrow, RSE et al 2020 

Anistropic distribution of ISM HI & resulting fesc

Correlations with specific star formation rate and various ionisation indicators 

Since galaxies are more compact with more vigorous SF expect fesc to increase with redshift



Observing fesc  at High Redshift?

• Direct rest-frame UV imaging and spectroscopy – locate flux below LyC
– straightforward at low redshift
– challenging at intermediate redshift due to possible foreground 

contamination
– not possible beyond z~3.5 due to increased IGM opacity (> 1.0 mag)

• Recombination line analyses (e.g. using Balmer lines) 
– provides joint constraint on ξion and fesc  
– now possible for 3.5< z < 9 with JWST    

• Statistical association between galaxies and IGM opacity
–  promising new method and several variants

Attenuation of the IGM (mags) at rest-frame 𝜆880 Å as a 
function of redshift (Inoue et al 2014)

Direct methods are limited to z<3.5

NB: The theoretical (ideal) definition of fesc is the fraction of the ionising photons produced by stars that escape into the 
IGM without being absorbed by HI in the ISM. In practice we don’t observe the intrinsic rate so often this is termed the 
(unobservable) absolute value fesc, abs

In contrast, observers often use a relative value fesc,rel

as a detailed understanding of the distribution and composition
of dust grains that attenuate and redden the intrinsic spectrum
of the stars in the galaxy.

An alternative definition intended to be closer to the most
readily available measurements of high-redshift galaxy popula-
tions is the “relative escape fraction” ( fesc,rel; Steidel et al.
2001),

f
f f

L L
10 , 12A A

esc,rel
900 1500 out

900 1500 int

900 1500 2.5=
á ñ

´ -l l

( )
( )[ ( ) ( )]

where

A k E B V 13= -l l ( ) ( )
is the attenuation in magnitudes as a function of rest
wavelength and kλ parametrizes the attenuation relation. The
term (L900/L1500)int is the intrinsic ratio of the unattenuated
stellar population of the galaxy, prior to transfer through the

ISM, the CGM, and the IGM. Note that there are incon-
sistencies in the definition of fesc,rel in the literature having to do
with whether or not dust attenuation is included; some authors
have implicitly assumed that Aλ(900)−Aλ(1500)=0, i.e.,
that the attenuation by dust affects ionizing and non-ionizing
UV equally, or that dust affects only the non-ionizing UV (i.e.,
Aλ(900Å)=0). The definition of fesc,rel used by Grazian et al.
(2017), expressed using the notation we have adopted here, is
fesc,rel=( f900/f1500)out/(L900/L1500)int. In order to avoid ambi-
guity, in what follows below we have attempted to be clear
about any assumptions made in mapping f f900 1500 outá ñ to more
model-dependent quantities whenever relevant; Sections 9.4.1

Figure 16. Composite rest-frame spectra of selected KLCS subsamples,
normalized so that f1500=1.0. No IGM correction has been applied, i.e., they
are the observed flux density as a function of rest wavelength. The subsample
names are indicated (color-coded) in the top-left corner of each panel, with the
corresponding measurements of f f900 1500 obsá ñ in the upper right of each panel.
The vertical dashed lines mark the [880, 910] Å rest-wavelength interval used
for measuring f900.

Figure 17. (Top) Inferred values of f f900 1500 outá ñ vs. UV luminosity relative to
Luv* at z∼3. The four independent quartiles in luminosity are indicated by
turquoise points surrounded by black circles; other subsamples are plotted for
reference. (Bottom) As for the top panel, but showing f f900 1500 outá ñ as a
function of the rest equivalent width of the Lya line in the composite spectrum.
The independent quartiles in W Lyal ( ) are marked with magenta points
surrounded by black circles, with other composite subsamples included for
reference, labeled according to their designation in Table 6. The error bars in
both panels include both measurement uncertainties and sample variance in the
IGM+CGM correction (the latter depends on the size and redshift distribution
of the subsample). The error bars on the f f900 1500 outá ñ “IGM-only” points
(open circles) have been suppressed for clarity in both panels; the values are
listed in Table 6. In the bottom panel, the dashed (magenta) line is a linear
relation of the form f f900 1500 outá ñ =0.36(Wλ/110 Å) + 0.02.
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Spectroscopic fesc measures at z~3 - I
z~3 is a ‘sweet spot’ since Lyman limit enters optical and IGM opacity is modest

(i) Ground-based spectroscopy:
        Keck LRIS spectra of 124 LBGs at <z> ~3.05
        LyC signal mostly too faint to be detected individually (15/124 detections)
        Analysis based on stacked spectra (which may be prone to foreground contamination)

LyC 
leakage

Figure 14 is the model SPS spectrum after reddening using the
best-fitting attenuation relation and color excess E B V-( )
(discussed in Section 9.2 below) normalized so that f 11500á ñ = .
Note that the continua of the model spectrum (cyan) and the
IGM+CGM-corrected observed spectrum (black) are in
excellent agreement over the rest-wavelength range
950–1210Å—the range sensitive to the accuracy of the IGM
Lya forest Monte Carlo modeling versus redshift (Section 7
and Appendix B).

Figure 15 shows a zoomed-in version of Figure 14,
illustrating the full KLCS sample before (top panel) and after
(bottom panel) applying the IGM+CGM correction to the
observed spectrum. The model spectrum shown in each panel is
identical, and all spectra have been normalized to unity at rest-
frame 1500Å.

8.1. KLCS Subsamples

We formed a number of subsets of the final KLCS statistical
sample based on empirical criteria that could be measured
easily from photometry or spectroscopy of individual objects;
these include Luv, Wλ(Lya), and rest-UV continuum color
G 0-( ) (Section 6.4). In view of the results of Section 7.1, a
minimum subsample size N30 was maintained so that the
uncertainty in the IGM+CGM correction is 10% (see
Table 4). Thus, for each of the aforementioned parameters,
we split the sample of 124 into four independent quartiles
consisting of 31 galaxies each.

Additional subsets were formed according to the following
criteria: objects with Luv�Luv* (48% of the sample, very
similar to a combination of the Luv (Q1) and Luv (Q2)
subsamples) and those with Luv<Luv* (52% of the sample);
whether Lya appears in net emission (Wλ(Lya)>0; 60% of
the sample) or net absorption (Wλ(Lya)�0; 40% of the
sample); and, finally, grouping together the galaxies exceeding
the often-used threshold Wλ(Lya)>20Åfor “Lyman Alpha
Emitters” (LAEs). The KLCS LAE subsample (28 galaxies, or
;22.6% of the total) is based upon the spectroscopically

measured Wλ(Lya), and happens to be nearly identical to the
Wλ(Lya) (Q4) subsample of 31 galaxies.
Table 6 includes values of parameters measured directly

from the composite spectra or the mean value among the

Figure 14. The composite spectrum of all 124 galaxies included in the KLCS statistical sample (black). The stacked spectrum has been corrected for the mean IGM
+CGM opacity appropriate for an ensemble with z 3.05sá ñ = as shown in Figure 11. Some of the easily identified spectral features are indicated, where the labels have
been color-coded according to whether they are primarily interstellar (dark green), nebular (blue), stellar (red), or excited fine-structure emission (purple). The orange
(turquoise) spectrum is the best-fitting stellar population synthesis model (see Section 9.2) before (after) applying reddening according to Reddy et al. (2016a, R16).

Figure 15. Zoomed-in version of Figure 14, showing the composite spectrum
formed from all 124 galaxies in the KLCS sample. (Top) The composite
spectrum prior to correction for IGM+CGM opacity, where the measured value
of f f900 1500 obsá ñ is indicated. (Bottom) Identical to the top panel, except that
here the observed spectrum (black histogram) has been corrected using the
model for the average IGM+CGM transmission spectrum (see Figure 11)
appropriate for the KLCS sample distribution of source redshifts. The value of
f f900 1500 outá ñ given in the bottom panel was calculated using Equation (11) (see
Table 6). The values of each, and the wavelength interval over which they have
been evaluated, are indicated by magenta bars in both panels. The model
spectrum (cyan histogram) is identical in both panels and also the same as that
shown in Figure 14 using the same color coding.
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Steidel et al 2018

Model-independent f900/f1500 = 5.7 ± 6 %  
Model-dependent        fesc,abs = 9 ± 1 %



HST UV Imaging of z~3 LAEs 

Fletcher, RSE et al 2019

Deep (20 orbits) F336W imaging of 61 z~3 LAEs (PI: B. Robertson)
plus associated F160W, Subaru and Spitzer imaging and Keck/VLT spectroscopy

F336W                   Lyα        F160W

BPASS fit (No 
IGM absorption) 

Example: fesc=15 ± 3%

With IGM 
absorption 

Methodology:

(i) Predict LyC flux using BPASS + nebular emission         
(calibrated with MOSFIRE [O III]/Hβ fluxes)

(iii) IGM absorption: Adopt Inoue et al (2014) 
distribution to get fesc  likelihood
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Fig. 7.— Mosaic of 4 ⇥ 4 arcsec images showing stacked detec-
tions for the Gold (top row) and Silver (bottom row) samples using
di↵erent methods to center on the candidate galaxies. From left to
right each panel displays the detections stacked using (i) F336W
centroid, (ii) Ly↵ centroid, (iii) F160W centroid or Ly↵ centroid
for cases where F160W is unavailable.

We then proceed to stacking the 32 LAEs not detected
with LyC using the Ly↵ and F160W centroids. The
results, shown in Figure 8, surprisingly shows no clear
overall signal. One possible explanation for this might
be because the LyC leakage is not coincident with ei-
ther the UV continuum or the Ly↵ emission. Figure 4
shows indeed that there is considerable variation in the
displacement for those sources for which a clear detec-
tion is evident. We already saw the decrease in signal in
the stack when going from the stacked gold sample us-
ing F336W centroids to the silver sample using F160W
or Ly↵ centroids. However, the non-detections must be
significantly fainter than the silver sample to not be de-
tected in a stack of 32 objects.

Fig. 8.— Mosaic of 4 ⇥ 4 arcsec images showing stacked non-
detections. The left and right panels show stacks using the Ly↵
centroid and F160W centroid respectively.

The non-detections are broadly a similar population
to the 18 detections presented in Figures 2 and 3, cover-
ing the same range of MUV and EW(Ly↵), as shown in
Figure 23.

In Figure 7 we illustrate how the signal-to-noise ratio
of the 21 stacked detections is much lower when the Ly↵

or F160W peak is used to center each galaxy compared
to using the F336W peak. In the case of non-detections
lacking any individual F336W flux we use the F160W
peak instead as this produced the strongest signal for the
detections. It seems reasonable that the non-detections

would have similar spatial o↵sets between Ly↵ and LyC
emission compared to the detections. For these reasons
we would still expect a weak signal to be recovered with
32 stacked non-detections.

The fact that no signal is recovered must be telling
us that despite the detections and non-detections being
very similar population something else must be blocking
their LyC light as the flux coming from them is much
fainter. The 3� upper limit obtained for the stack of 32
non-detections is 31.6 in AB magnitude.

This could be due to e↵ects: (i) the LACES sample is
taken from the edge of the SSA22 protocluster benefit-
ing from a large overdensity of LAEs within this region.
However, the drawback of measuring LyC flux from a
protocluster is that the Hi density and therefore opti-
cal depth of the IGM could vary on small scales. Spec-
troscopic studies of galaxies within SSA22 indicate fil-
amentary structures and clumps of galaxies (Matsuda
et al. 2005; Topping et al. 2016). The Hi gas in the
protocluster could also have a similar structure. Using
spectroscopy of background galaxies and NB497 imaging
Mawatari et al. (2017) mapped the average absorption
in the NB497 band arising from Hi in SSA22, showing
that it is spatially varying (see Figure 7 of Mawatari
et al. (2017)). The non-detections in this work could fall
behind overdense regions of IGM opacity thus blocking
their LyC emission. This could explain why a seemingly
indiscernible population (Figure 23 from the detections
have no detected LyC emission. (ii) geometric e↵ects
needs to be completed

4. ANALYSIS

We now turn to using our F336W detections and up-
per limits to derive the escape fraction fesc of ionizing
photons, both on a galaxy-by-galaxy basis for our sam-
ple and for the population as a whole. We likewise seek
to correlate the escape fractions with our infrared spec-
troscopic measures of [O iii] emission, primarily to test
the hypothesis that a high escape fraction is connected
with intense [O iii] emission such as seems commonplace
for star-forming sources in the reionization era.

4.1. Relative Escape Fractions

Estimating the escape fraction of Lyman continuum
photons requires knowledge about the intrinsic source
spectrum before attenuation by interstellar dust in the
rest-ultraviolet or by the intergalactic medium blueward
of Lyman-↵. We can use SED modeling to constrain
the escape fraction while simultaneously fitting for other
galaxy parameters on a source-by-source basis, and we
perform that analysis below. However, given the addi-
tional uncertainties associated with SED fitting, we now
consider estimates of the escape fraction derived directly
from the source photometry.

The relative escape fraction of Lyman continuum pho-
tons, fesc,rel(LyC), is often defined in terms of the source
flux f900 at �rest = 900Åand the rest-ultraviolet flux
f1500 at �rest = 1500Åas

fesc,rel(LyC) =
(f900/f1500)

(L900/L1500)tIGM
, (1)

where (L900/L1500) is the ratio of the intrinsic spectrum
at �rest = 900Åand �rest = 1500Åand tIGM is the trans-

LACES: Puzzling non-detections
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detections. It seems reasonable that the non-detections
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we would still expect a weak signal to be recovered with
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The fact that no signal is recovered must be telling
us that despite the detections and non-detections being
very similar population something else must be blocking
their LyC light as the flux coming from them is much
fainter. The 3� upper limit obtained for the stack of 32
non-detections is 31.6 in AB magnitude.

This could be due to e↵ects: (i) the LACES sample is
taken from the edge of the SSA22 protocluster benefit-
ing from a large overdensity of LAEs within this region.
However, the drawback of measuring LyC flux from a
protocluster is that the Hi density and therefore opti-
cal depth of the IGM could vary on small scales. Spec-
troscopic studies of galaxies within SSA22 indicate fil-
amentary structures and clumps of galaxies (Matsuda
et al. 2005; Topping et al. 2016). The Hi gas in the
protocluster could also have a similar structure. Using
spectroscopy of background galaxies and NB497 imaging
Mawatari et al. (2017) mapped the average absorption
in the NB497 band arising from Hi in SSA22, showing
that it is spatially varying (see Figure 7 of Mawatari
et al. (2017)). The non-detections in this work could fall
behind overdense regions of IGM opacity thus blocking
their LyC emission. This could explain why a seemingly
indiscernible population (Figure 23 from the detections
have no detected LyC emission. (ii) geometric e↵ects
needs to be completed
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We now turn to using our F336W detections and up-
per limits to derive the escape fraction fesc of ionizing
photons, both on a galaxy-by-galaxy basis for our sam-
ple and for the population as a whole. We likewise seek
to correlate the escape fractions with our infrared spec-
troscopic measures of [O iii] emission, primarily to test
the hypothesis that a high escape fraction is connected
with intense [O iii] emission such as seems commonplace
for star-forming sources in the reionization era.

4.1. Relative Escape Fractions

Estimating the escape fraction of Lyman continuum
photons requires knowledge about the intrinsic source
spectrum before attenuation by interstellar dust in the
rest-ultraviolet or by the intergalactic medium blueward
of Lyman-↵. We can use SED modeling to constrain
the escape fraction while simultaneously fitting for other
galaxy parameters on a source-by-source basis, and we
perform that analysis below. However, given the addi-
tional uncertainties associated with SED fitting, we now
consider estimates of the escape fraction derived directly
from the source photometry.

The relative escape fraction of Lyman continuum pho-
tons, fesc,rel(LyC), is often defined in terms of the source
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32/61 sources have no F336W detections to AB=30.2 (3σ, 1.5×PSF)
For a typical individual source this implies fesc< 1.5%
Demographically this population is similar to those with detections [in EW(Lyα) below]
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Fig. 18.— Distributions of MUV (left) and EW(Ly↵) (right) for the LACES sample. Red hatched histograms show the numbers of
galaxies with detected F336W emission and blue histograms show non-detected galaxies.
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Spectroscopic survey of Lya emitting galaxies in QSO fields
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Figure 1. A cartoon illustration of a spectroscopy survey of Ly↵ emitting galaxies in z > 6 QSO fields in the reionization era. The demographics of
galaxies and the physical state of the IGM are simutanously probed in the same cosmic volume by the multiple tracers; galaxy spectra, QSO absorption line
spectroscopy, and Ly↵ line transfer.

ground fluctuations at z ⇠ 5.7 as a origin of observed galaxy-Ly↵
transmission spike relation.

Throughout this paper we adopt the flat ⇤CDM cosmology
with ⌦m = 0.3, ⌦⇤ = 0.7, h = 0.7. We denote pkpc and pMpc
(ckpc and cMpc) to indicate distances in proper (comoving) units.

2 OBSERVATIONS

We search HST, Subaru, and LBT archives for imaging and the
Keck and VLT archives for spectroscopic data. We assemble the
previous observations in the direction of the SDSS J1030+0524
QSO at z = 6.31. This enables us to conduct a pilot spectroscopic
study of z > 5 galaxies in the QSO fields near the reionization
epoch.

We use the Diaz+(2011,2015) spectroscopic catalogues of i-
dropouts and LAEs in J1030+0524 field, whose parent photomet-
ric catalogues are based on Stiavelli+(2005) HST imaging and
Diaz+(2014) Subaru broad and narrow band imaging. In the fol-
lowing, we summaries the imaging and spectroscopic observations
of J1030+0524 field.

3 IMAGING

3.1 HST/ACS

3.36 ⇥ 3.36 arcmin
2 (⇠ 5.5 ⇥ 5.5 h

�1
cMpc at z = 6) im-

ages centred at SDSS J1030+0524 QSO with HST/ACS F775W
and F850LP (hereafter i755 and z850) filters were taken by Sti-
avelli+(2005), among five z & 5 QSO fields in total including
SDSS J1148+5251 surveyed (Kim+2009). J1030+0524 field was
observed for 5840 s in i775 and 11330 s in z850. The 5� limiting
magnitude is 26.5 in z850 band. The HST/ACS observation of the
QSO field was designed to have a comparable depth with the early
GOODS photometric catalogue (version 1.0) (Giavalisco+2004).

3.2 Subaru/Suprime-Cam

Deep wide-field 34 ⇥ 27 arcmin
2 (57.1 ⇥ 45.3 h

�1
cMpc at z =

6) images of J1030+0525 field with Subaru/Suprime-Cam Rc, i0,
and z

0 broad-band filters and narrow-band NB816 filter centred at
8162 Å (Ly↵ redshift of zLy↵ ' 5.71) were taken by Diaz+(2014).
The field was observed for 14400 s in NB816, 4800 s in Rc, 5400 s

in i
0, and 6960 s in z

0. The reported 5� magnitude limits are 25.66
in z

0 and 25.60 in NB816.

3.3 Auxicillary photometric data

3.3.1 LBT/LBC

Deep wide-field 23.6 ⇥ 25.3 arcmin
2 (⇠ 39.5 ⇥ 42.5 h

�1
cMpc

at z = 6) images of the two QSO fields with SDSS r, z, i filters
(hereafter rSDSS, iSDSS, zSDSS) were taken by Morselli+(2014).
The reduced rSDSS,iSDSS,zSDSS images are publicly available on-
line. Each field was observed for 10800 s in rSDSS, 5400 s in iSDSS,
and 5400 s in iSDSS. The reported 5� magnitude limit is 25.2 in
zSDSS.

Koki: We use this for our Keck proposal as it provides uni-
form samples for J1030 and J1148.

3.3.2 HST/WFC narrow-band imaging

HST/ACS WFC3 narrow-band filters FQ889N and FQ906N for
11120 s and 11266 s targetting Ly↵ emission at the redshift of the
QSO z = 6.31 (Decarli+2012) (HST PID: 11640: Walter).

3.3.3 Spitzer/IRAC

The 5.2⇥5.2 arcmin
2 infrared imaging of J1030+0524 QSO field

from Spitzer/IRAC with 3.6 µm and 4.5 µm channels is available
from Spitzer archival data (PID 30873: Labbe), which was used
by Overzier+(2009). The 2� limiting AB magnitudes are 25.2 in
3.6 µm and 24.6 in 4.5 µm. One of the i850-dropouts identified by
Kim+(2009) shows the detected IRAC 3.6 µm and 4.5 µm pho-
tometry (Overzier+2009).

3.4 Photometric catalogue: i-dropouts and LAEs

The tiered deep riz imaging data of J1030+0524 field is con-
structed by combining the narrow deep HST images with the wide
field images from LBT and Subaru.

For i-dropouts, we impose the colour cut for the central HST
image,

(i775 � z850 > 1.3) ^ (S/N(z850) > 5), (1)

where ^ and _ are ‘AND’ and ‘OR’ operators. the i755-dropouts
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Figures

Figure 1: Two perspectives on the role of galaxies in governing cosmic reionization. Left: Assuming an escape
fraction of 20% for all galaxies, their HST demographics can be reconciled with Planck’s optical depth of electron
scattering to the microwave background, consistent with an evolving neutral fraction QHI transformed within the
redshift window 6 < z < 12 (Robertson et al 2015). Right: Redshift-dependent optical depth of Ly↵ absorption,
⌧eff , derived from the line of sight to various high redshift QSOs (Becker et al 2015a,b). The observed scatter at
z & 5.5 is larger than expected from numerical simulations with a uniform ionizing background (orange swath),
and from fully-coupled radiation hydrodynamical simulations in which the dominant source of ionizing photons
arises from abundant intrinsically faint galaxies (Gnedin et al 2017).

Figure 2: Illustration of the method. ESI spectrum of QSO, SDSS J1148+5251 (z=6.42) in terms of the
transmitted flux (e�⌧ ) where ⌧ is the optical depth of Ly↵ absorption (left ordinate). The most convincing
transmission spikes are marked; some are seen in both the Ly↵ and Ly� forest (plotted above for convenience).
A deep redshift survey in the appropriate cosmic volume can associate the fluctuating transmission with the
ionizing radiation from proximate galaxies and evaluate a sample-averaged escape fraction of ionizing photons.
Lower panels show spectra of AGN and Ly↵ emitting galaxies located from the 2017A pilot DEIMOS observations.
7 galaxies in the corresponding volume were spectroscopically confirmed (star symbols) and the present proposal
aims to at least triple this number across multiple QSO sight lines.

Data (Keck DEIMOS)

Koki Kakiichi
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Figure 10. The impact of a spatially varying mean free path on the modelled
2PCCF of galaxies with transmission spikes in the Lyman-U forest. Variation
of either the mean free path power-law dependence on the photoionisation
rate (Vmfp) and the gas overdensity (Wmfp) do not a�ect significantly the
predicted 2PCCF. The models are generated with the fiducial parameters,
h 5esc i = 0.1, "⌘ = 1011 M� , log bion/[erg�1Hz] = 25.5, and Wmfp = 1.3.
The black dashed-dotted line in the upper panel show a model with a fixed
mean free path.

not a�ect the photoionisation rate on large scales but decreases it
by a factor 2-3 on scales . 1 cMpc. We show the impact on the
predicted 2PCCF in Fig. 10. We find that any reasonable choice of
(Vmfp, Wmfp) modifies the 2PCCF only by a factor < 2 on scales
A < 10 cMpc.

5.3 The observed 2PCCF

We have so far only considered the cross-correlation in real space.
However, the observed two-point correlation is distorted by peculiar
velocities and infall velocities. We consider here only the impact of
random velocities and redshift errors. Following Hawkins et al.

Figure 11. Upper panel: A subsample of the conditional PDFs from
A = 10�1 cMpc/h to A = 101.5 cMpc/h in increments of 0.045 dex. The fits
with Eq. 14 are overlaid (dotted black) on top of the PDF extracted from
the IllustrisTNG 100-2 simulation box in a snapshot at I ⇠ 5.85 (coloured
histograms). Lower panel: Residuals of the PDF fit, coloured by distance
from the centre of the halo, showing good agreement on the validity limit
of the prescribed analytical form between 10�1  �1  102.

(2003); Bielby et al. (2016), the real-space 2D correlation b 0(f, c)
is convolved with a distribution of peculiar velocities along the line
of sight direction (c),

b (f, c) =
π +1

�1
b 0(f, c � E/� (I)) 5 (E)dE , (16)

with an Gaussian kernel for the velocity distributions 5 (E) =

(2cf2
E )�1 exp

⇣
� E2

2f2
E

⌘
. We use fE = 200 km s�1, which is the

observed scatter in the di�erence between Lyman-U and systemic
redshifts at I ⇠ 2 � 3 (Steidel et al. 2010), encapsulating both red-
shift errors and the random velocities of galaxies. We finally take
the monopole of the 2D correlation function,

b0 (B) =
1
2

π �1

�1
b (f, c)%0 (`)d` , (17)

where B =
p
f2 + c2, ` = c/B, and %0 (`) = 1 is the zeroth order

Legendre polynomial. As shown in Fig. 12, the peculiar velocities
reduce slightly the signal on small scales.

We show in Fig. 12 various realisations of our model of the
2PCCF. We present here the impact of the modelling improvements
that we described previously. The addition of gas overdensities de-
creases the correlation on the smallest scales (A . 20 cMpc). The
varying mean free path has little impact on the final shape of the
predicted two-point correlation function, but boosts it slightly at
A > 20 cMpc. Finally, the redshift errors and random velocities
have a negligible impact on scales larger than few cMpc.

We conclude this modelling section by comparing the 2PCCF
to the data for various fiducial parameters of the limiting luminosity
of contributors to reionisation " lim

UV, escape fraction of the LyC pho-
tons h 5esci and host halo mass "⌘ of the detected bright galaxy in
Fig. 13. We adopt a fiducial log bion/[erg�1Hz] = 25.5, Vmfp = 2/3,
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by a factor 2-3 on scales . 1 cMpc. We show the impact on the
predicted 2PCCF in Fig. 10. We find that any reasonable choice of
(Vmfp, Wmfp) modifies the 2PCCF only by a factor < 2 on scales
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However, the observed two-point correlation is distorted by peculiar
velocities and infall velocities. We consider here only the impact of
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with Eq. 14 are overlaid (dotted black) on top of the PDF extracted from
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from the centre of the halo, showing good agreement on the validity limit
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(2003); Bielby et al. (2016), the real-space 2D correlation b 0(f, c)
is convolved with a distribution of peculiar velocities along the line
of sight direction (c),
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π +1
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observed scatter in the di�erence between Lyman-U and systemic
redshifts at I ⇠ 2 � 3 (Steidel et al. 2010), encapsulating both red-
shift errors and the random velocities of galaxies. We finally take
the monopole of the 2D correlation function,
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where B =
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Legendre polynomial. As shown in Fig. 12, the peculiar velocities
reduce slightly the signal on small scales.

We show in Fig. 12 various realisations of our model of the
2PCCF. We present here the impact of the modelling improvements
that we described previously. The addition of gas overdensities de-
creases the correlation on the smallest scales (A . 20 cMpc). The
varying mean free path has little impact on the final shape of the
predicted two-point correlation function, but boosts it slightly at
A > 20 cMpc. Finally, the redshift errors and random velocities
have a negligible impact on scales larger than few cMpc.

We conclude this modelling section by comparing the 2PCCF
to the data for various fiducial parameters of the limiting luminosity
of contributors to reionisation " lim

UV, escape fraction of the LyC pho-
tons h 5esci and host halo mass "⌘ of the detected bright galaxy in
Fig. 13. We adopt a fiducial log bion/[erg�1Hz] = 25.5, Vmfp = 2/3,

MNRAS 000, 1–30 (2019)

fesc = 10% 

Cross-correlation

JWST ASPIRE: 
5 QSO sightlines 49 [O III] emitters  

                                                    Kakiichi et al 2025
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ment and the global mean agree very well at all scales.4

This ensures that our estimate of T IGM represents the
correct mean of the sample, and hTIGM(r)i/T IGM�1 can
be interpreted as the spatial cross-correlation between
[O III] emitters and Ly↵ forest transmission.
In summary, we conclude that the observed excess Ly↵

forest transmission around [O III] emitters is genuine and
is not due to either systematics or misplacement of the
global mean.

4.3. Comparison with previous work

We compare our measurement with previous work
measuring the galaxy-Ly↵ forest cross-correlations from
Meyer et al. (2019, 2020) and Kashino et al. (2023) in
Figure 8. For our ASPIRE result, we adopt the mean
IGM transmission T IGM tabulated in Table 2 and com-
pute the fluctuations hTIGM(r)i/T IGM � 1 around the
mean.
Meyer et al. (2020) measured the mean Ly↵ forest

transmission around LAEs based on the MUSE spec-
troscopic survey of multiple quasar fields. While the
survey did not find a statistically significant correlation
in the hTIGM(r)i/T IGM � 1 measurement, they reported
⇠ 3� evidence for an excess of Ly↵ transmission spikes
at ⇠ 10 � 60 cMpc using LAEs at z ⇠ 5.7 by cross-
correlating the spatial distribution of LAEs with the
identified location of Ly↵ transmission spikes. The scale
of our observed excess in Ly↵ forest transmission around
[O III] emitters reassuringly coincides with the reported
physical scales of the excess by Meyer et al. (2020). The
apparently small uncertainties in the Meyer et al. (2020)
measurement of hTIGM(r)i/T IGM � 1 likely reflect the
fact that their error is estimated by bootstrapping the
sample of individual galaxies instead of quasar fields, as
well as the small sample size, which makes it challenging
to robustly estimate the size of uncertainties internally
within the data.
In comparison with the Meyer et al. (2019) measure-

ment of the C IV absorber-Ly↵ forest cross-correlation at
z ⇠ 5.4 along lines-of-sight, the spatial scale of excess
transmission is also broadly in agreement although the
amount of excess transmission is smaller in Meyer et al.
(2019) than in this work. Although our current error
on the excess transmission is still large, as we will show
in Section 7 this can be explained by the di↵erence in
the redshifts where these measurements are made. Cos-
mological simulations indicate that the excess Ly↵ for-
est transmission around galaxies evolves as a function of
redshift (Garaldi et al. 2022). As we go towards higher
redshifts, excess transmission becomes higher due to the
larger fluctuations in the Ly↵ forest transmission around
galaxies.
Kashino et al. (2023) recently measured the mean Ly↵

forest transmission around [O III] emitters in a single field
towards the z = 6.32 quasar J0100+2806. They reported
significant excess transmission at r ⇠ 5�10 cMpc around
[O III] emitters. This is smaller than the scale at which

4 The slightly higher values of the mean IGM transmission in the
three inner logarithmically-spaced radial bins are simply because
the [O III] emitters contributing to the inner radial bins are located
at slightly lower redshifts than the mean redshift of the sample.
They are consistent with the random shu✏es within the statistical
uncertainty.

Fig. 8.— Comparison of our [O III] emitter-Ly↵ forest cross-
correlation from 5 ASPIRE QSO fields with previous work. The
red circles indicate the LAE-Ly↵ forest cross-correlation from
Meyer et al. (2020). The blue triangles show the line-of-sight C IV

absorber-Ly↵ forest cross-correlation from Meyer et al. (2019).
The yellow diamonds show the [O III] emitter-Ly↵ forest cross-
correlation measured from a single QSO field J0100+2802 from
Kashino et al. (2023).

we found excess transmission (r ⇠ 20� 40 cMpc) in this
work. This is not surprising given that the field-to-field
variation is very large. The same is also true when com-
pared with Kakiichi et al. (2018) where the measurement
is made in a single quasar field. In our sample, we simi-
larly find that the J1104+2134 quasar field shows excess
Ly↵ forest transmission at smaller scales than the sta-
tistical average (Figure 6). This reinforces the fact that
a large number of quasar fields need to be surveyed in
order to robustly measure the galaxy-Ly↵ forest cross-
correlation.

4.4. Redshift evolution

In order to examine the redshift evolution of the
galaxy-Ly↵ forest cross-correlation, we divide our sam-
ple into two di↵erent redshift bins: the low-z sample
(5.4 < z < 5.8) and the high-z sample (5.8 < z < 6.5).
This divides our entire [O III] emitter sample used in the
full analysis (5.4 < z < 6.5) into approximately half.
Figure 9 shows the observed cross-correlation signals in
the di↵erent redshift bins. As shown in the left panel,
the overall normalisation of the mean Ly↵ forest trans-
mission around [O III] emitters increases with decreasing
redshift. This is expected, as the mean Ly↵ forest trans-
mission is higher at lower redshift. We also observe the
excess Ly↵ forest transmission around [O III] emitters in
the lower-z sample at a mean redshift of hzi = 5.65. For
the high-z sample at hzi = 6.13, the excess Ly↵ for-
est transmission is more di�cult to see, although there
is consistent excess IGM transmission from R ⇠ 4 to
80 cMpc around [O III] emitters. We repeated the shuf-
fling test to check if the excess is still significant. We
observe a similar excess compared to the randomly shuf-
fled measurement, although the statistical significance
remains low. A more careful quantitative conclusion re-
quires the full analysis of all JWST quasar fields. Here,
we note that large-scale excess IGM transmission could
persist over a wide range of distance around [O III] emit-
ters at higher redshift.
Figure 9 (right) divides out the redshift evolution of the

Romain Meyer



Even Better Route to the Escape Fraction

Kakiichi, RSE et al 2022 

COSMOS Tomographic Evolution Survey Across z ⇠ 3� 6 (COSMOGRAPHY), 2022B

NB IGM tomography

Galaxy spectra

Quasar spectra

Figure 1: (Left): Illustration of the observational strategy of NB IGM tomography. The Ly↵ forest

transmission towards a background galaxy is measured by the foreground NB filter (NB718). As the

foreground NB718 volume simultaneously locates LAEs, the NB tomography allows us to cross-correlate the

IGM Ly↵ forest transmission with LAEs in the same cosmic volume. (Right): Photometric measurement

of the mean Ly↵ forest transmission from the pilot study using all public spectroscopic catalogs (red).

The mean Ly↵ forest transmission derive using the NB tomography is in excellent agreement with results

from high resolution quasar spectra (black: Becker et al 2013, Eiler et al 2018, Bosman et al 2022). The

significantly improved statistics available via NB IGM tomography provides a better measurement than

that from stacked galaxy spectra (Thomas et al 2021).

Figure 2: (Left): Reconstructed z' 4.9 2D IGM tomographic map of the Ly↵ forest transmission fluc-

tuations �TIGM ⌘ TIGM � T̄IGM (color map) centred at the mean value T̄IGM from the pilot study. The

map is reconstructed using faint (z⇠ 26.5mag) 115 background LAEs at z' 5.7, demonstrating the spatial

correlation between the foreground LAEs (circle symbols) and the large-scale IGM. As TIGM is sensitive to

the NB-to-continuum flux ratio, the faintness of the UV continua of the background sources limits us from

making a robust map, with the current map being dominated by noise (average SNR reaching only 0.86).

We require bright (z < 25.5mag) background galaxies to produce an IGM map with an average SNR ' 3.

(Right): Simulated cross-correlation between z ' 4.9 LAEs and the IGM Ly↵ forest transmission from

NB tomography (including line-of-sight NB width smoothing of ⇡ 40h�1
cMpc). The increased sample

of bright background galaxies will detect the cross-correlation with SNR ' 5 (red circles), allowing us to

constrain the average LyC escape fraction at z ' 4.9. The expected error is estimated by rescaling the

observed error from the pilot study. Our survey also extends this measurement at z ' 3.3 and 5.7.

3

QSO absorption line method is 
limited to single sightlines. 
New method uses panoramic 
Subaru NB filters to measure 
Lyman 𝛼 opacity at fixed 
absorption redshift for large 
sample of background 
galaxies and locates LAEs in 
same foreground volume!

Huge increase in number of 
cross-correlated galaxy-
absorber pairs!

Major requirements:

(i) Ultradeep Subaru NB 
images

(ii) Spec-z’s for all 
background galaxies!

New 
method

Proof of concept: 
tomographic map 
of Ly𝛼 opacity c.f. 
LAEs



COSMOS-3D survey

Cycle 3 Treasury Program (265 hours) 
NIRCAM WFSS F444W spectroscopy (
(PI: Kakiichi)

Charting background galaxies in the Subaru NB fields with JWST!

z = 7.22 [O III] emitterData now 
arriving!



New Constraints on Cosmic Reionization 3

Fig. 2.— Thomson optical depth to electron scattering τ , in-
tegrated over redshift from the present day. Shown is the Planck
constraint τ = 0.066±0.12 (gray area), along with the 68% credibil-
ity interval (red region) determined from the marginal distribution
of τ computed from the SFR histories ρSFR shown in Figure 1.
The corresponding inferences of τ(z) from Robertson et al. (2013)
(dark blue region), a model forced to reproduce the 9-year WMAP
τ constraints (orange region), and a model with ρSFR truncated at
z > 8 (light blue region) following Oesch et al. (2014) are shown
for comparison.

evolving the differential equation

Q̇HII =
ṅion

⟨nH⟩
− QHII

trec
(4)

where the IGM recombination time

trec = [CHIIαB(T )(1 + Yp/4Xp)⟨nH⟩(1 + z)3]−1 (5)

is calculated by evaluating the case B recombination co-
efficient αB at an IGM temperature T = 20, 000K and a
clumping fraction CHII = 3 (e.g., Pawlik et al. 2009; Shull
et al. 2012). We incorporate the Planck constraints on
the Thomson optical depth (τ = 0.066±0.12) by comput-
ing the reionization history for every value of the ρSFR
model parameters, evaluating Equation 3, and then cal-
culating the likelihood of the model parameters given the
SFR history data and the marginalized Thomson optical
depth from Planck (treated as a Gaussian).
Figure 1 shows the ML and 68% credibility interval

(red region) on ρSFR(z) given the ρSFR constraints and
the newly-reported Planck Thomson optical depth. We
find the parameters of Equation 2 to be ap = 0.01376±
0.001 M⊙ yr Mpc−3, bp = 3.26± 0.21, cp = 2.59± 0.14,
and dp = 5.68 ± 0.19. Without the Thomson optical
depth constraint, the values change by less than 1%.
These inferences can be compared with a SFR history
(Figure 1, orange region) forced to match the previous
WMAP measurement (τ = 0.088 ± 0.014) by upweight-
ing the contribution of the derived τ value relative to
the ρSFR data. The ML parameters of such a model
(ap = 0.01306, bp = 3.66, cp = 2.28, and dp = 5.29) lie
well outside the range of models that reproduce jointly

ρSFR(z) and the Planck τ .
We can now address the important question of the

redshift-dependent contribution of galaxies to the Planck
τ = 0.066 ± 0.012 in Figure 2. The red region shows
a history which is consistent with the SFR densities
shown in Figure 1 given our simple assumptions for the
escape fraction fesc, early stellar populations, and the
clumpiness of the IGM. Importantly, the reduction in τ
by Planck (compared to WMAP) largely eliminates the
tension between ρSFR(z) and τ that was discussed by
many authors, including Robertson et al. (2013). That
a SFR history consistent with the ρSFR(z) data easily
reproduces the Planck τ strengthens the conclusions of
Robertson et al. (2013) that the bulk of the ionizing pho-
tons emerged from galaxies. Figure 2 shows that the ob-
served galaxy population at z < 10 can easily reach the
68% credibility intervals of τ with plausible assumptions
about fesc and Lmin. As a consequence, the reduced τ
eliminates the need for very high-redshift (z ≫ 10) star
formation (see section 3 below). We note the dust cor-
rection used in computing ρSFR at z ∼ 6 permits an
equivalently lower fesc without significant change in the
derived τ .
Figure 2 also shows τ(z) computed with the 9−year

WMAP τ marginalized likelihood as a constraint on
the high-redshift SFR density (blue region; Robertson
et al. 2013), which favored a relatively low τ ∼ 0.07.
If, instead, the SFR density rapidly declines as ρSFR ∝
(1 + z)−10.9 beyond z ∼ 8 as suggested by, e.g., Oesch
et al. (2014), the Planck τ is not reached (light blue re-
gion). Lastly, if we force the model to reproduce the best-
fit WMAP τ (orange region), the increased ionization at
high redshifts requires a dramatic increase in the z > 7.5
SFR (see Figure 1) and poses difficulties in matching
other data on the IGM ionization state, as we discuss
next.

2.3. Ionization History

Similarly, we can update our understanding of the
evolving ionization fraction QHII(z) computed during
the integration of Equation 4. Valuable observational
progress in this area made in recent years exploits
the fraction of star forming galaxies showing Lyman-
α emission (e.g., Stark et al. 2010) now extended to
z ∼ 7 − 8 from Treu et al. (2013), Pentericci et al.
(2014) and Schenker et al. (2014), the Lyman-α damping
wing absorption constraints from GRB host galaxies by
Chornock et al. (2013), and the number of dark pixels
in Lyman-α forest observations of background quasars
(McGreer et al. 2015). While most of these results re-
quire model-dependent inferences to relate observables
to QHII , they collectively give strong support for reion-
ization ending rapidly near z ≃6.
Figure 3 shows these constraints, along with the in-

ferred 68% credibility interval (red region; ML model
shown in white) on the marginalized distribution of the
neutral fraction 1 − QHII from the SFR histories shown
in Figure 1 and the Planck constraints on τ . Although
our model did not use these observations to constrain
the computed reionization history, the inferred ioniza-
tion history is nonetheless in good agreement with the
available constraints6.

6 The model does not fare well in comparison to Lyman-α forest

Robertson, RSE et al 2015: see also Bouwens et al 2015, Mitra et al 2015

Pre-JWST assumptions that 
incorporate

• HST-based integrated UV luminosity 
density of galaxies 𝜌UV(z) to z~10+

• An average intrinsic ionisation rate
     <log 𝝽ion> ~ 25.5 cgs and escape
     fraction <fesc> ~10% for all star- 
     forming galaxies

The galaxy demographics from HST 
matches Planck’s optical depth with 
reionisation from 15 < z < 6

To the accuracy this is possible, with 
the exception of the escape fraction, 
these assumptions are broadly 
supported by the early JWST data

Planck final

Reconciling HST Demographics with Planck 𝜏



Pre-JWST Models of Reionisation History8 Naidu et al.

Figure 4. Summary of our fits to Model I, in which we assume a constant fesc for all galaxies at z > 6. Top Left: The
allowed fesc parameter space implied by the reionization constraints described in §2.3. The model-independent Planck ⌧ (blue)
and z = 5.9 dark fraction (pink) rule out fesc . 10%, while the z ⇠ 7 Ly↵ profiles (orange) and z > 7 QSOs (green) are most
constraining. The resulting fesc = 0.21+0.06

�0.04 during reionization requires evolution in fesc from ⇠ 10% at z = 3 and ⇠ 0% at
z ⇠ 1 (e.g., Siana et al. 2010; Steidel et al. 2018). Top Right: The evolution of x̄HI, the IGM neutral fraction. The most likely
reionization history is tracked in purple (1 and 3� bounds shaded). Literature inferences of the neutral fraction are plotted in
green (see §2.3). Reionization starts later and proceeds faster than what earlier constraints suggested (e.g., Robertson et al.
2015, shown in blue) or what the Planck ⌧ alone implies (green square). Bottom Left: The evolution of the Thomson Optical
Depth, ⌧ . Our model’s drop in ionizing emissivity at z > 8 (Figure 3) and thus lower ⌧ (purple) were previously disfavored by
WMAP (brown strip) and earlier Planck results (grey strip). However, the latest Planck ⌧ (green strip) allows for it. Bottom
Right: The duration of reionization in redshift-space against z50, the redshift of the 50% neutral universe. We find tight bounds
on both z50 and z99 � z5 combining all our constraints, while ⌧ by itself is only sensitive to z50 (e.g., Trac 2018). The blue
contours representing ⌧ come from the ⌧ -fesc distribution (top left panel), and are not directly inherited from Planck – they
derive z50 = 7.64± 0.74 while we favor even later reionization with z50 = 6.83+0.24

�0.20.

3. FITTING FOR fesc MODEL I: CONSTANT fesc

DURING REIONIZATION

Here we assume the fesc of all galaxies during reion-
ization to be a constant number and denote this as
“Model I”. E↵ectively, we fit for a single normaliza-
tion factor, fesc, that sets the scale of the emissivity
(solid curve in Figure 3). This is the common approach
adopted in several reionization studies (e.g. Robertson
et al. 2015; Ishigaki et al. 2018). Model I ignores the

diversity of galaxies and the highly likely dependence of
fesc on various galaxy properties. However, this simple
model provides a useful benchmark for the “average”
escape fraction that observational stacking studies com-
pute. Further, intrinsic galaxy properties (e.g., sizes,
average star-formation rates) evolve modestly between
z = 6� 10 where the bulk of reionization is expected to
occur, hence assuming a constant average is justified.

Robertson, RSE et al (2015) – historic paper based on HST galaxy demographics to z~10 
                fit to Planck 𝛕e  assuming all galaxies have equal ionising
         capabilities (𝜉ion, fesc) regardless of redshift/luminosity

Naidu et al (2019)   – IGM neutral fraction data XHI(z) indicates a more rapid end 
                       to the reionisation process suggesting massive  

                                                    galaxies/AGN contribute

Naidu+

Robertson+

Is it likely that AGN make a significant contribution to reionisation at z < 8? 



Possible Role of AGN?

Model claims to match the observed reionisation history QHII(z) and the Planck 𝜏
 But with very debatable assumptions:    
  (i) 𝜌UV - 15% of galaxies at all z, MUV contain AGN 
  (ii)  fesc      > 80% for all AGN 
 (iii) MUV – non-thermal component > 50%

Madau et al 2024

Madau et al have suggested AGN may dominate the reionisation process! 

They argue the required fesc~10-20% from star-forming galaxies is not demonstrated.

Certainly we 
expect galaxies 
with AGN to have 
higher 𝜉ion and f esc 
than galaxies. But 
how to estimate the 
AGN contribution 
of a galaxy?



Charting Ionised Bubbles with Lyman 𝛼

Tang, RSE et al 2024b

It’s reasonable to assume the escape of Ly𝛼(1216Å) is a proxy for escaping LyC radiation 
capable of ionising the IGM and hence for tracing ionised bubbles

Use [O III] emitters 
from FRESCO as 
reliable indicators of 
overdensities in both 
GOODS fields given 
the blind nature of its 
NIRCam grism survey

Can see several Ly𝛼 
emitters are found in 
these clusters

Isolated examples of 
high EW (Ly𝛼) may be 
solely capable of 
ionising their 
surroundings. 

Isolated LAE



SKA 21cm Tomography

The Square Kilometre Array (SKA) is a global enterprise to build the largest scientific instrument on Earth, both in physical scale and in 
terms of the volume of data it will generate. Consisting of two telescope arrays located respectively in Australia and South Africa and 
managed from the SKA Organisation headquarters in the UK, the SKA promises to revolutionise our understanding of the universe. The 
science case for the SKA has the potential to appeal to users well beyond the radio astronomy community, spanning across a wide range 
of areas of physics, cosmology and astrophysics. Science working groups (SWGs) and Focus Groups (FGs) covering all these areas have 
been set up to further evolve the SKA science case, providing a conduit for interaction between the SKA Organisation science team and the 
astronomical community. This banner provides a summary of the Epoch of Reionizatio Science Working Group.

When did the first generations of galaxies form? What were their properties? How did they interact with each other? What is the structure 
of the intergalactic medium during the first billion years? What is the thermal and ionization history of the baryons?
The footprint of these processes is imprinted in the Hydrogen gas the major constituent of the intergalactic medium) and can be probed 
by observations of its hyperfine spectral line transition (occurring at the rest frequency of 21-cm). We plan to use the SKA to carry out the 
deepest observations of the diffuse neutral Hydrogen gas to trace the evolution of cosmic structure in the 6 < z < 30 range, unveiling the 
epoch when the very first luminous structure were born and how their growth ionized the intergalactic medium.

Deep observations with the SKA will measure the evolution of the 21-cm signal enabling an accurate timing of the various transitions, 
allowing us to learn, amongst the rest, the nature of the first luminous sources, the presence and properties of X-ray sources in the early 
Universe and the properties of the sources that were mostly responsible for cosmic reionization.

Image tomography of cosmic reionization
Cosmic reionization is a complex physical process with a tight interplay between galaxies and the surrounding medium. An example is 
shown in the figure on the right shows the matter distribution (green) inside bubble of ionized Hydrogen (dark regions) with the galaxy 
population highlighted (white circles, their size is proportional to the star formation rate). Hydrogen is still neutral in red regions. The 
most massive, actively star forming galaxies are located at the peaks of the matter density field and generate regions of ionized gas 
around them. 

SKA observations will map the contrast between neutral and ionized regions as a function of redshift, measuring the three dimensional 
structure of reionization. Together with near infrared observations that will reveal the galaxy population, SKA observations will map the 
interplay between the intergalactic medium and the ionizing sources that will allow us to learn not just the physical properties of the high 
redshift sources, but also about the underlying dark matter halo distribution and the cosmological density field.

Cosmic Reionization:
Persistent star formation eventually 
generates a background of UV 
radiation that escapes the host 
galaxies and begins to ionize the 
surrounding medium. As these first 
galaxies form and evolve.

Heating Era:
As star formation continuos in the first 
galaxies, X-ray emission is expected to 
be produced by accretion on the first 
stellar black holes (or miniquasars). 
Eventually this X-ray background 
heated the intergalactic medium 
above the CMB with the 21-cm signal 
seen in emission.

Cosmic Dawn:
Most models of structure formation 
predict the first stars to form at z ~ 
30 and start to shine in an otherwise 
dark Universe. Their UV radiation 
excites the neutral Hydrogen gas 
which becomes a source of 21-cm 
radiation. As the intergalactic medium 
is colder than the cosmic microwave 
background (CMB), the 21-cm is 
expected to be seen in absorption. 

Simulations 
of the 
intergalactic 
medium and 
the galaxy 
population at 
z = 7.6 (credit: 
Mutch & Geil)

Simulated image 
of the 21-cm signal 
at z = 8. The image 
was convolved to 
the expected SKA 
resolution. Largely 
ionized regions are  
in blue. 
SKA observations will 
be able to map the 
contrast between 
ionized and neutral 
region in the 6 < z < 12 
redshift range.

21-cm forest
In presence of a bright, background high redshift radio source, the intervening neutral 
medium will absorb the continuum emission from a source. The figure below shows 
the expected absorption from the intervening neutral intergalactic medium against a 
20 mJy radio source at z = 10 (Carilli, Gnedin & Owen 2002). The spectrum features a 
broad decrement whose depth depends upon the ionization and thermal state of the 
intergalactic medium. The forest of narrow absorption lines (21-cm forest) is due to clumps 
of denser, colder gas along the line of sight. Observations of the 21-cm forest will have the 
chance to probe the physics of the intergalactic medium down to kpc scales throughout 
reionization.

Epoch of Reionization
Science Working Group

www.skao.int

In the longer term (2030+)
SKA-Low may be able to chart the 
contrast between neutral and 
ionised regions with a resolution of 
~ cMpc from 6 < z < 12.

By correlating this map with the 
positions and redshifts of
JWST sources, both the ionising 
capabilities, bubble ages and 
escape fractions may be 
determined. 

ionised 
regions

Koopmans et al 2021; 
Gagnon-Hartman et al 2025



When: QSO data shows declining opacity below z~6 to z~5.3
              NB: Defining “the end” is academic i.e. xHI ≃0?
              
             Planck can’t rule out ionisation beyond z~12
             Detection of Ly𝛼 at z=13 (Witstok+24) confirms
             No constraints yet beyond z~15
             Absence of z>15 galaxies consistent with N (z < 15)

How:    No strong luminosity trends in ionising parameters?
             Would suggest feeble galaxies dominate
             Fundamental limitation is poorly-known fesc
             JWST AGN numbers higher but still modest contribution? 
             Key result is rapid change in xHI for z<7.5 – late AGN?

Future: Need to determine escape fraction for larger samples
                       with a range of masses, spectral classes etc
            Methods connecting directly with IGM opacity more effective
            SKA may ultimately contribute via 21cm tomography                     

Gaikwad, SB+23 

When is reionisation?

All current models require some neutral gas at z=6 !

5 – 20% neutral by volume. Late troughs ARE neutral!

Neutral
fraction

Current state-of-the-art:

- CMB
- Lyman-α forest
- Temperature
- Mean free path

Start and 
midpoint very
poorly 
constrained:

Also Garaldi+22; Lewis+22; Qin, SB+24 ; others
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Fig. 1 | NIRCam and NIRSpec/PRISM observations of JADES-GS-z13-1-LA. a, Two-dimensional SNR map of the PRISM spectrum. b, One-dimensional
sigma-clipped PRISM spectrum (uncorrected for additional path losses; see Methods for details) and photometric measurements (slightly offset in wavelength
for visualisation) according to the legend in the bottom right. Synthetic photometry is obtained by convolving the spectrum with the filter transmission curves
shown at the bottom. Shading and error bars represent 1f uncertainty. c, Zoom-in on the emission line at 1.7 �m, which falls precisely in between the F162M
and F182M medium-band filters. d, False-colour image of JADES-GS-z13-1-LA constructed by stacking NIRCam filters for each colour channel as annotated
(Methods). The placement of the NIRSpec micro-shutters, nearly identical across the two visits, are shown in grey, as is the circular 0.300-diameter extraction
aperture for the CIRC2 photometry. A physical scale of 1 kpc (0.2800 at I = 13.05) is indicated.

redshift of ILy↵ = 13.05± 0.01. However, due to the resonant nature
of Ly↵, we note the systemic redshift is likely slightly lower.

If not arising from collisional excitation, expected to be subdom-
inant even at interstellar medium (ISM) densities of = ⇡ 104 cm�3

(ref. 24), this immediately implies that JADES-GS-z13-1-LA pro-
duces a substantial number of ionising Lyman-continuum (LyC)
photons as quantified by the production efficiency, for which we
find a robust lower limit of bion & 1025.1 Hz erg�1 (Methods). While
already close to the canonical value required for star-forming galax-
ies to complete reionisation25, this value increases considerably if
any Ly↵ photons are absorbed within the galaxy or scattered out
of our line of sight in the IGM, which should be a major effect at
I = 13 as the Universe is still highly neutral7,19. Note that while
photon diffusion via resonant scattering off neutral gas in the IGM
is predicted to result in extended Ly↵ halos around galaxies before
reionisation26, such diffuse emission cannot explain the observed
line properties. From non-detections in our medium-resolution spec-
tra, although less sensitive than the PRISM, we do however infer the
line is likely broadened spectrally (Methods).

Fitting standard stellar population synthesis (SPS) models to the
observed spectral energy distribution (SED) of JADES-GS-z13-1-
LA yields a young (23+9

�7 Myr mass-weighted) and metal-poor (be-
low 1% Solar) stellar population, with little to no dust obscuration
(Methods). However, the presence of strong Ly↵ emission proves an
interesting challenge to default SED fitting procedures: under a stan-
dard approach (i.e. 0% LyC escape), recent star formation required

to explain this luminous recombination line unavoidably reddens the
spectrum through a dominant nebular continuum, in contrast with
the observed steep UV slope, which from the current NIRCam and
NIRSpec data we consistently measure to be VUV . �2.7 (Meth-
ods). If the continuum is to be explained by standard stellar models,
the true LyC escape fraction of the galaxy would be considerable to
explain the steep UV slope ( 5esc, LyC & 80%; ref. 27), but also less
than unity to simultaneously accommodate the strong Ly↵. In this
case, the leaking LyC photons indirectly contribute to the observed
strength of Ly↵ via the creation of an ionised ‘bubble’ around the
galaxy, which facilitates the transmission of Ly↵ photons through
the IGM11.

The peculiar coexistence of Ly↵ emission together with a turnover
in the UV bears a strong resemblance to GS-9422, a galaxy at
I = 5.94 (Methods). Cameron et al. 28 suggested that the shape
of its UV spectrum can be attributed to the two-photon (2W) nebular
continuum, which would require photoionisation of low-density gas
(= . 104 cm�3) by extraordinarily hot stars ()eff > 105 K). Alterna-
tively, it has been shown its spectrum can be explained by an active
galactic nucleus (AGN) or a central starburst, potentially in com-
bination with local or foreground DLA absorption (e.g. ref. 29–31).
To better understand the origin of the Ly↵ emission and absorp-
tion in JADES-GS-z13-1-LA, we performed detailed spectral mod-
elling where we take into account potential absorption by DLA ab-
sorbers, transmission through a neutral, mean-density IGM with a
local ionised bubble, and instrumental effects such as path losses
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Figure 4. Summary of our fits to Model I, in which we assume a constant fesc for all galaxies at z > 6. Top Left: The
allowed fesc parameter space implied by the reionization constraints described in §2.3. The model-independent Planck ⌧ (blue)
and z = 5.9 dark fraction (pink) rule out fesc . 10%, while the z ⇠ 7 Ly↵ profiles (orange) and z > 7 QSOs (green) are most
constraining. The resulting fesc = 0.21+0.06

�0.04 during reionization requires evolution in fesc from ⇠ 10% at z = 3 and ⇠ 0% at
z ⇠ 1 (e.g., Siana et al. 2010; Steidel et al. 2018). Top Right: The evolution of x̄HI, the IGM neutral fraction. The most likely
reionization history is tracked in purple (1 and 3� bounds shaded). Literature inferences of the neutral fraction are plotted in
green (see §2.3). Reionization starts later and proceeds faster than what earlier constraints suggested (e.g., Robertson et al.
2015, shown in blue) or what the Planck ⌧ alone implies (green square). Bottom Left: The evolution of the Thomson Optical
Depth, ⌧ . Our model’s drop in ionizing emissivity at z > 8 (Figure 3) and thus lower ⌧ (purple) were previously disfavored by
WMAP (brown strip) and earlier Planck results (grey strip). However, the latest Planck ⌧ (green strip) allows for it. Bottom
Right: The duration of reionization in redshift-space against z50, the redshift of the 50% neutral universe. We find tight bounds
on both z50 and z99 � z5 combining all our constraints, while ⌧ by itself is only sensitive to z50 (e.g., Trac 2018). The blue
contours representing ⌧ come from the ⌧ -fesc distribution (top left panel), and are not directly inherited from Planck – they
derive z50 = 7.64± 0.74 while we favor even later reionization with z50 = 6.83+0.24

�0.20.

3. FITTING FOR fesc MODEL I: CONSTANT fesc

DURING REIONIZATION

Here we assume the fesc of all galaxies during reion-
ization to be a constant number and denote this as
“Model I”. E↵ectively, we fit for a single normaliza-
tion factor, fesc, that sets the scale of the emissivity
(solid curve in Figure 3). This is the common approach
adopted in several reionization studies (e.g. Robertson
et al. 2015; Ishigaki et al. 2018). Model I ignores the

diversity of galaxies and the highly likely dependence of
fesc on various galaxy properties. However, this simple
model provides a useful benchmark for the “average”
escape fraction that observational stacking studies com-
pute. Further, intrinsic galaxy properties (e.g., sizes,
average star-formation rates) evolve modestly between
z = 6� 10 where the bulk of reionization is expected to
occur, hence assuming a constant average is justified.

Reionisation: Synopsis & Prospects



Redshift Frontier: Early JWST Census to z~14
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Immediate result: galaxies to z~13, ruling out rapid decline @ z>8 
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Subsequent  Developments – Wide vs Deep
4 C. T. Donnan et al.
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Figure 1. The 5f depth maps in the F277W filter imaging of each NIRCam survey field used in this analysis, demonstrating the variation in depths between the
different survey fields, and in some cases within a given field. All images are shown with bins of 200 pixels where the original images are on a 0.03-arcsec pixel
scale. The colour-bar shows the 5f depth in AB mag on the same scale for each field.

unity. This assumption can hold true when the signal-to-noise of the
photometry is sufficient to exclude any alternative redshift solutions
as being statistically unacceptable fits to the data. However, this is
not the case for a significant number of the sources initially selected,
particularly if they are close to the detection limit of the imaging.
Consequently, a more robust approach to calculating the UV LF is to
consider the full ?(I) of each source in the initial catalogue over the
entire redshift range 0 < I < 20.

3.2 Posterior probability distributions

For each galaxy, we assume that the posterior probability distribution
of the redshift, given the observed fluxes (�), is given by

?(I |�) = L(� |I)?(I |MUV), (1)

where L(� |I) is the likelihood of the observed fluxes given the
redshift, taken to be

L(� |I) / 4�j
2 (I)/2, (2)

and ?(I |MUV) is the prior probability of the redshift based on the
implied absolute UV magnitude. This prior is based on an evolving
model of the UV LF from I = 0�20. At redshifts I < 7 we adopt the
evolving Schechter function parameterisation from Bouwens et al.
(2021). At I � 7 we adopt a new parameterisation, designed to
reproduce the double power-law (DPL) fits to the I ' 7 � 11 UV
LF from Bowler et al. (2017, 2020); Donnan et al. (2023a); McLeod
et al. (2024). The evolution of the DPL parameters is described as

MNRAS 000, 1–15 (2015)

The I = 9 � 15 UV luminosity function 13

Figure 9. Left: The observed UV LF at I = 11 compared to our DPL fit (black), our HMF model assuming a constant "⇤/"� = 1/30 (light blue), our HMF
model with "⇤/"� = 5 ("� ) (green), and the dust-free model from Ferrara et al. (2023) (dashed red). Right: The observed evolving UV luminosity density,
dUV, and cosmic star-formation rate density, dSFR, at I > 8 compared to the predictions of our model of the HMF in which the typical stellar population age is
allowed to be redshift-dependent (dashed green line). The two inset panels show the age (left) and inferred formation redshift (right) of the stellar populations
required to best fit our evolving HMF model to the UV LF at each redshift.

of dUV out to I ' 13. Also unsurprising, and physically sensible,
are the relatively young inferred ages of the stellar populations at
each redshift which dominate the rest-frame UV light, as tabulated
in Table 4.

The required stellar ages are consistent with those obtained from
fitting SED models to the JWST/NIRCam photometry. For example,
Robertson et al. (2023b,a) derive stellar ages of C⇤ ' 10� 70 Myr for
galaxies at I � 10. This trend of younger stellar ages at increasing red-
shift is also consistent with theoretical predictions, where increased
gas accretion rates at high redshift lead to increased star-formation
rates for fixed stellar mass (Mason et al. 2015, 2023). Therefore at
fixed stellar mass, galaxies at higher redshifts have greater UV lumi-
nosities and younger stellar ages, consistent with the results of our
model. What is more surprising, and potentially very interesting, is
the extent to which, for I = 8, 9, 10, and 11, the required stellar pop-
ulation ages converge on a common formation time corresponding
to ' 380 Myr after the Big Bang (equivalent to a formation redshift
I 5 ' 12). This is again tabulated in Table 4, with the results of
this analysis shown in the two inset panels in the right-hand panel
of Fig. 9. We note that our fit quality and overall conclusion is un-
changed with different choices of the HMF in the model, with only a
modest increase in the required stellar ages resulting from the adop-
tion of a Sheth & Tormen (1999) or Reed et al. (2007) HMF (pushing
the galaxy emergence epoch back slightly to I ' 12.5).

Obviously the small number of galaxies discovered at I � 13
require a still higher formation redshift (albeit with now very young
stellar ages, corresponding to a formation redshift I 5  14), but
there is nothing in our analysis which would a priori have required
an inferred common epoch of formation for the galaxy populations
observed over the redshift range I ' 8�11. These results indicate not
only that the observed high-redshift evolution of the UV galaxy LF
(and hence dSFR) can be explained without requiring any changes to
cosmology, star-formation efficiency, or indeed dust, but intriguingly
they also point towards the rapid emergence of early galaxies at
I ' 12� 13, consistent with the first suggestions of a steeper decline
in galaxy number density at I � 13 seen here in Fig. 8.

Table 4. The age-dependent UV magnitude mapping to stellar mass as a
function of redshift for our age-dependent model. This model is based on a
BC03 stellar population model (Bruzual & Charlot 2003) with a metallicity
of //Z� = 0.2. The first column is the redshift. The second column is the
UV magnitude, "UV, that is mapped to a stellar mass of log("⇤/M� ) = 9
determined by the age given in the third column. The fourth column is the
formation time after the Big Bang associated with this age and the final
column is the formation redshift.

z "UV /AB mag Age /Myr Cform /Myr Iform

8 �20.58 286 343 12.48
9 �21.13 152 385 11.48
10 �21.60 84 382 11.56
11 �22.47 29 380 11.60
12.5 �22.86 17 326 12.97
14.5 �23.87 5 274 14.69

6 CONCLUSIONS

We have completed an analysis of the major Cycle-1 JWST/NIRCam
imaging surveys PRIMER, JADES and NGDEEP, covering a total
area of' 370 sq. arcmin and reaching a 5-f depth of' 30 AB mag in
the deepest regions. Rather than simply selecting galaxy candidates
at high redshift by their "best" photometric redshift, we selected all
galaxies that have at least a 5 per cent probability of lying at I � 8.5
and consider their ?(I). Through careful selection of galaxies we have
derived the ?(I) for 2548 galaxies using a UV LF prior and hence
calculated the evolution of the galaxy UV LF at 8.5 < I < 15.5. Our
multi-field approach has allowed new constraints to be placed on the
form of the UV LF spanning a UV luminosity range corresponding
to ' 4 AB mag over the redshift range I = 9�12.5. This has allowed
us to reach a number of conclusions.

First, the large dynamic range in UV luminosity resulting from our
multi-field approach has enabled us to define the shape of the UV LF
at I = 9 � 12.5 from "UV ' �21 to "UV ' �17. We have fitted our
new measurements with a double-power law (DPL) functional form
and explored how the parameters evolve with redshift. We find a lack

MNRAS 000, 1–15 (2015)

PRIMER+others ~400 arcmin2 (10×ERS fields) 
Tiered wide+deep gives 𝛥MUV~ 4 mag range @ z~11
2548 galaxies zphot > 8.5 with robust prior for p(z)
SFR density remains high with hint of decline at z~14.5

Donnan, RSE et al 2024

SFR density

?

JADES Origins Field: ultra-deep (mAB~30.5)
Two fields 9.05 arcmin2 exposed for ~7 days
Probe 12<z<20 via 14 JWST filters+HST
Located 8 galaxies 11.5<z<14.4
No z>15 galaxies - consistent with decline

8

Figure 1. F444W/F200W/F090W false color red/green/blue image of the JADES Origin Field (background image; 27.5
arcmin2), the JOF F162M footprint (jade outline) and F356W+F410M+F444W/F200W+F210M/F090W+F115W false color
red/green/blue thumbnail images (each 0.86 arcsec2) for z & 12 high-redshift galaxy candidates. The RGB images of the galaxy
candidates typically appear to have a green hue in this color space, as they are all detected in the filters used for both the
green and red channels, but not the blue channel. Each inset thumbnail lists the best-fit EAZY photometric redshift and the
JADES NIRCam ID, and we indicate the shared angular scale of the thumbnails with a scale bar showing 0.2”. Table 1 lists
the designations of the objects based on [RA, Dec].
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Figure 16. UV luminosity at z ⇠ 12 inferred from the
JADES Origins Field (JOF). Using the method described in
§5.1, we compute the marginalized constraints on the UV
luminosity function inferred from galaxies discovered in the
JOF with photometric redshift distributions that overlap the
redshift range 11.5 < z < 13.5. We account for photomet-
ric scatter, the photometric redshift distribution of each ob-
ject, the selection completeness for each object, and poten-
tial contamination from proximate redshifts. The 16%-84%
marginal constraints on the abundance �UV as a function
of absolute UV magnitude MUV are shown as a jade-shaded
area and the median �UV (MUV ) is shown as a white line.
For comparison, we also compute step-wise luminosity func-
tion constraints as described in §5.2 at z ⇠ 12 (solid black
points) and at z ⇠ 14 (open black circles). These step-wise
estimates agree with the inferred �UV , but the continuous
constraints represent our results for the UV LF. We also
show a variety of constraints from the literature at compa-
rable redshifts (colored points), and note that none of these
data were used to aid our inference of the UV LF.

to constrain independently the e↵ects of possible addi-
tional Lyman-↵ damping-wing absorption. For consis-
tency with Figures 2-10, we use the r = 0.1” aperture
fluxes, but we note that using r = 0.3” aperture fluxes
provide quantitatively similar results for these compact
objects. We put an error floor of 5% on the photometry.
The rest of the nebular emission (emission lines and con-
tinuum) is self-consistently modeled (Byler et al. 2017)
with two parameters, the gas-phase metallicity (tied to
the stellar metallicity), and the ionization parameter
(uniform prior in �4 < log(U) < �1). By combining
these inferred stellar population properties with the size
measurements from ForcePho, we can additionally infer
the stellar mass and star formation rate surface densities
of the candidate galaxies.

Figure 17. Evolution of the UV luminosity density
⇢UV (MUV < �17) with redshift derived from the JOF
sample. The shaded jade region shows the 16% and 84%
marginal constraints on the luminosity density computed
from the posterior samples of the evolving luminosity func-
tion inference, as well as the median luminosity density with
redshift (white line). These constraints model a linear evo-
lution in log10 �? and include a tight prior on the faint-end
slope ↵ ⇡ �2. The dark green lines extending to z ⇠ 8
show the low-redshift extrapolation of the inferred ⇢UV (z)
evolution, while the shaded region indicates the redshift
range where our detection and selection completeness is non-
negligible. If the JOF high-redshift candidates at z > 14 are
excluded and log10 �? fit with an exponential evolution, we
would infer the light jade region (16%-84% marginal con-
straint) with gray line (median). For comparison, we show
literature values for ⇢UV (z), which overall agree well with
our results even as our constraints are completely indepen-
dent. We also indicate an approximate cosmic star formation
rate density (right axis; M� yr�1 Mpc�3) using the conver-
sion UV = 1.15⇥ 10�28 M� yr�1 erg�1 s Hz, and show the
Madau & Dickinson (2014) model (dotted line).

Figure 20 shows the resulting star formation rate his-
tories (SFHs) of the eight galaxy candidates in our sam-
ple. The average SFR over the last 10 Myr is also re-
ported for each candidate galaxy in Table 7. In each
case, the continuity prior on the star formation history
was used to inform the point-to-point star formation rate
variations in the galaxies. For each object, the photome-
try listed in Tables 2-4 were used, except for the faintest
object 74977 (f⌫ ⇠ 2�3nJy) where the lower SNR Kron
fluxes were used. We find that the typical star formation
rate of these objects are SFR ⇡ 0.1 � 1 M� yr�1 over
the last t ⇠ 10� 30 Myr. The galaxies formed substan-
tial fractions of their stars in the recent past, and have
characteristic ages of just a few tens of millions of years.

Robertson et al 2024

Callum Donnan
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JWST Spectroscopic Confirmations so far…

Donnan (priv. comm)
Spectroscopic redshift

Photometric 
redshift

With a few exceptions, there is generally remarkably good agreement between JWST 
multi-band photometric redshifts and subsequent spectroscopic measures. There is a 
small bias 𝛥z ~ 0.10-0.15 to higher photometric redshifts due to in-situ H absorptionHeintz et al.: JWST-PRIMAL. A JWST/NIRSpec legacy sample of galaxies at z = 5.5 � 13.4

Ionised UV  
bubble

DLA from local 
HI gas

HII HI

IGM density field at z = 9

Fig. 2 Schematic highlighting the intrinsic physical models a↵ecting the shape of the Ly↵ transmission from an example galaxy
at z = 9.0, all convolved by the nominal JWST/NIRSpec Prism spectral resolution. The default model with xHI = 0.5 is shown
at the top left, where the grey-shaded region represents the e↵ect of a partly (xHI = 0.01) to fully neutral (xHI = 1.0) IGM. For
illustrative purposes the expected IGM density field at z = 9 is shown in the top right, extracted from the Astraeus simulations.
In the bottom panels are shown the combined e↵ects of the default IGM model and various sizes of the ionized UV bubble (left,
blue: Rb = 1, 10, 50 cMpc) and DLAs from local H i gas reservoirs (right, red: NHI = 1021, 1022, 1023 cm�2). The integration region
for DLy↵ is marked by the top line in all the Ly↵ transmission curve figures and is defined to encapsulate all the predicted physical
scenarios.

requirement of the full spectral coverage enables a full charac-
terization of each source in the JWST-PRIMAL sample, includ-
ing robust spectroscopic modelling of the stellar continuum and
rest-frame UV spectral slope, emission line fluxes and equivalent
widths EWs, and direct constraints on the star-formation rates
(SFRs), metallicities, and ionization parameters for all sources.

In total, 494 sources from DJA-Spec meet these criteria.
Fig. 1 show the absolute UV magnitude, MUV, as a function
of redshift for the JWST-PRIMAL sources and compared to the
underlying DJA-Spec sample (at z > 2). Table 1 summarizes
the target list, including their coordinates, original program and
source ID, and emission-line redshifts.

3. Analysis and results

Here we detail the spectroscopic measurements derived for the
full JWST-PRIMAL sample. We focus on the Ly↵ damping
wings, but also detail the measurements and basic physical prop-
erties of the sample galaxies. All the spectroscopically-derived
quantities are made available on a dedicated webpage7.

3.1. The Lyman-↵ damping parameter

During the reionization epoch at z & 6, several factors add to the
line shape of Ly↵ on integrated galaxy spectra: They can show
strong Ly↵ emission (LAE; Matthee et al. 2018; Mason et al.
2018; Witstok et al. 2023), damping wings from an increasingly
neutral IGM (Miralda-Escudé 1998; Keating et al. 2023a; Chen
2023), excess continuum flux in the wings related to the size of
the immediate ionized bubbles (McQuinn et al. 2008; Castellano

7
https://github.com/keheintz/jwst-primal

et al. 2016, 2018; Fujimoto et al. 2023b; Umeda et al. 2023;
Hayes & Scarlata 2023), strong damped Ly↵ absorption (DLA)
from local H i gas (Heintz et al. 2023d; D’Eugenio et al. 2023),
intrinsic variations due to a changing velocity and density distri-
bution of gas and dust in the ISM and CGM (Dayal et al. 2011;
Verhamme et al. 2015, 2017; Gronke et al. 2017; Hutter et al.
2023) or even possibly be dominated by two-photon emission
processes (Steidel et al. 2016; Chisholm et al. 2019; Cameron
et al. 2023a). Many of these e↵ects are degenerate, so we have
to disentangle them statistically. For this, we define a new simple
diagnostic, which we denote the Ly↵ damping parameter:

DLy↵ ⌘
Z �Ly↵,up

�Ly↵,low

(1 � F�/Fcont) d� / (1 + zspec), (1)

which is the equivalent width (EW) of the transmitted flux
density, F� over the wavelength region covered by the
instrumentally-broadened Ly↵ transition. The continuum flux,
Fcont, over the same region is estimated by extrapolating the rest-
frame UV slope, �UV, which is derived directly in each spec-
tra from rest-frame 1400 � 2600 Å (see Sect. 3.4 for further de-
tails). This approximation of the stellar continuum is generally
consistent with models of the continuum flux using galaxy tem-
plates (Heintz et al. 2023d). We define the integration limits from
�Ly↵,low = 1180 Å to �Ly↵,up = 1350 Å (rest-frame) to capture
most of the damping feature for the most extreme cases and to
simultaneously limit the contamination from absorption or emis-
sion lines at longer wavelengths. We tested various lower limits
and found this to be the bluest wavelength at which information
is not lost at the resolution of NIRSpec Prism.

A set of physical models, shown as imprints on the Ly↵
transmission curves, are visualized in Fig. 2 including: varying
ionized bubble sizes from Rb = 1 � 50 cMpc, neutral hydrogen

Article number, page 5 of 20
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Recent Claims for z > 16 galaxies
The GLIMPSE survey has proposed 5 z>15.9 candidates based on deep NIRCam photometry

Kokorev et al 2024

6 Kokorev et al.

Figure 2. Most secure z & 16 candidates from GLIMPSE. For each source we show 1.000 cutouts in all broad and medium
band NIRCam filters, a detection (F277W+F356W+F444W) LW stack with a D=0.002 aperture (green) overlaid. On the SED
plot, we show the best fit high-z vs low-z EAZY models (maroon and blue), as well as the same for BEAGLE (dashed orange
and green). The colored circles represent the integrated flux density for each solution. We explicitly highlight the di↵erence
between a low-z interloper and high-z EAZY solution with a �BIC statistic on each panel, as discussed in Section 3.3. In the
inset panel we show the p(z) for both EAZY and BEAGLE fits with a free redshift solution. Detections are shown as black
squares, 3� upper limits are shown as downward arrows.

Some cautionary remarks:

• The redshift range 16<z<18 
is tricky due to the possibility 
of strong optical emission 
from z~5 galaxies at 2-4𝜇m 
(a la Donnan et al)

• The candidates lie near the 
edges of the imaging frames 
where the photometry is 
perhaps less reliable

GLIMPSE Discovery of z > 16 galaxies 9

Figure 5. Observed abundance of bright galaxies at
z > 16. We report the approximate magnitude limits for a
number of deep extragalactic surveys corresponding to the
2� depth of the dropout filter - F200W, which is required for
the Lyman break identification. In varying shades of gray,
we show CEERS (Bagley et al. 2023; Finkelstein et al. 2023)
and PRIMER (both COSMOS and UDS Donnan et al. 2023)
combined, JADES (Origin Field, Eisenstein et al. 2023) and
NGDEEP (Leung et al. 2023; Bagley et al. 2024). The
dashed line is a scaled version of the Halo Mass Function
that assumes a 30% star formation e�ciency of the gas, no
dust, and a continuous star formation history. The dashed
line is simply a toy model to illustrate how the UVLF at
these redshifts could steeply decline.

In this section, we reflect on the implications of our
derived parameters if the selected sample truly resides
at z ⇠ 17.
First, we compare our calculated Re↵ with empiri-

cal results for spectroscopically confirmed galaxies at
z ⇠ 13 � 14. Both Carniani et al. (2024a) and Curtis-
Lake et al. (2023) report UV sizes in the range of
⇠ 100 � 300 pc, consistent with our findings. While
high-redshift size predictions from simulations are lim-
ited, the TNG50 simulations have accurately reproduced
galaxy morphologies across a wide redshift range (e.g.,
see Tacchella et al. 2019). The latest high-z size evo-
lution analyses in Costantin et al. (2023) and Mor-
ishita & Stiavelli (2023) suggests a scaling relation of
⇠ 8.66⇥ (1 + z)�1.15 kpc. Extrapolating this to z ⇠ 17
predicts Re↵ ⇠ 300 pc, aligning with our measurements
within 1�. Generally, the relatively large sizes of our
objects may indicate that UV light from these galax-
ies arises from extended stellar populations, as observed
in Carniani et al. (2024a). Furthermore, the spatially
resolved nature of our sources, combined with an ab-
sence of a PSF-like, centrally concentrated component,

Figure 6. The abundance of bright sources at cosmic
dawn. We trace the possible evolutionary paths of our ob-
jects from z ⇠ 17 to some of the brightest spectroscopically
confirmed high-z objects at z ' 11–14 (Arrabal Haro et al.
2023; Bunker et al. 2023; Curtis-Lake et al. 2023; Carniani
et al. 2024a; Castellano et al. 2024). Shown are the tracks of
constant star-formation at 1 M�/yr (purple), and a ⇤CDM-
limited maximal possible accretion scenario (pink line and
black shaded region, Dekel & Krumholz 2013), where all gas
is converted to stars. The overabundance of bright galaxies
observed at high-z so far is fully consistent with our observa-
tions. We only show the MUV uncertainties that are larger
than the marker size.

suggests that the UV emission is not dominated by un-
obscured AGN, unlike other high-z galaxies (Maiolino
et al. 2023; Harikane et al. 2023).
Using our derived SFRUV and Re↵ , we calculate the

UV-based star formation rate surface density, finding a
median value of ⌃SFR,UV = 0.93+0.92

�0.66 M� yr�1 kpc�2.
This is 5�10 times lower than values reported for spec-
troscopically confirmed objects at z ⇠ 14 by Carniani
et al. (2024a) and is similarly lower when extrapolat-
ing the trend in Calabrò et al. (2024). However, higher
⌃SFR,UV found at z < 15 likely reflect observational
biases and small number statistics at high-z, with the
bulk of the population likely containing less intense star-
formation. Moreover, if the accretion rate changes ex-
ponentially with redshift for galaxies such as ours, even
small changes in redshift will likely lead to significantly
more accretion. We will explore this further in Sec-
tion 5.3.
The UV slopes in our sample also do not exhibit un-

usual characteristics. We find a median � of �2.81, con-
sistent with a largely dust-free stellar plus nebular con-

The implied comoving density 
is in tension with limits 
provided by the JADES 
Origins Field to a similar 
depth (lensing magnification 
would be minimal at the 
periphery of Abell S1063



Properties of super-luminous z>10 galaxies

JADES-GS-z14-0

JADES-GS-z14-1

Fig. 1 NIRSpec prism spectra of the two z ≥ 14 galaxies, JADES-GS-z14-0 and JADES-
GS-z14-1. The central panel of each target shows the 1D spectrum (black) and the associated 1‡
uncertainty (light blue). The bottom panels display the 2D spectrum of the signal-to-noise ratio to
better highlight the contrast across the break at ≥ 1.8 µm. Inset stamps in the top panels are cutouts
of some of the NIRCam JADES images. The NIRSpec 3-shutter slitlets are shown in red in each
F277W image.
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JADES-GS-z14.0: current record holder

Originally disfavoured by the JADES team as 
it’s 0.4 arcsec from a foreground z~3.5 
galaxy, but perseverance paid off!

   zspec= 14.1 (ALMA)
   MUV  ~ -20.81
   radius ≈ 200pc
   M* ~ 108.7 M☉
   SFR ≤ 20 M☉ yr-1 

Lyman break CIII]?

Bunker et al 2022; Carniani et al 2024

See also: Curtis-Lake+22; Arrabal Haro+23; Harikane+23; Wang+23; Atek+23; Hainline+24

A. J. Bunker et al.: JADES Spectroscopy of GN-z11

Fig. 1. 2D (top) and 1D (bottom) spectra of GN-z11 using PRISM/CLEAR configuration of NIRSpec. Prominent emission lines present in the
spectra are marked. The signal to noise ratio (SNR) of the continuum is high and the emission lines are clearly seen in both the 1D and 2D spectra.

In the subsections below, we use the spectrum of GN-z11 to
infer physical properties. As well as using empirical diagnostics
from the emission line fluxes and ratios, we also use the beagle
Bayesian SED fitting code (Chevallard & Charlot 2016) on our
full prism spectrum, the exact details and results are presented in
Table 2 and in Appendix A.

3.1. Emission lines and Redshift Determination

The full list of detected lines is given in Table 1. Line wave-
lengths are measured from the grating spectra because they have
higher resolution resulting in less blending and more accurate
line centroids. Line fluxes are measured from both the prism
and gratings. We fit each emission line with a single Gaussian
model, where the local continuum level and error is inferred us-
ing sigma-clipped median and standard deviation measured from
around each emission line. The uncertainties on the Gaussian fit
and the continuum level are then added in quadrature to estimate
the errors on the measured line fluxes.

In determining the redshift from the vacuum rest-frame
wavelengths, we exclude Lyman-↵ (which has a velocity o↵set,
see Section 3.3) and also Mg ii (which is only significantly de-
tected in the low-resolution prism), and do a weighted fit of 9
well-detected emission lines to give a redshift z = 10.6034 ±
0.0013.

The redshift we measure is considerably lower than the pre-
viously reported redshift values of z = 11.09+0.08

�0.012 from HST
grism (Oesch et al. 2016) and z = 10.957 ± 0.001 from Keck
MOSFIRE (Jiang et al. 2021). The 2D HST grism observation
shows flux down to the wavelength we measure for the Ly-
man break (1.41 µm), but due to noise fluctuations their fitted
model break was at a longer wavelength of 1.47 µm. The Keck
MOSFIRE redshift was based on possibles detections of the
[C iii] �1907 and C iii]�1909 lines at 2.2797 µm and 2.282 µm
respectively, at 2.6� and 5.3�. We do not find any signifi-
cant emission lines at these observed wavelengths in our data,
where they would have been detected at 20� and 40� for the
line fluxes quoted in Jiang et al. (2021). Instead, we do detect
C iii] but at a shorter wavelength consistent with our measured
z = 10.603.

3.2. Is GN-z11 an AGN?

GN-z11 has a compact morphology and the continuum spa-
tial extent in our NIRSpec 2D spectroscopy is barely resolved.
In a companion paper, Tacchella et al. (2023) analyze JADES
NIRCam imaging data and derive the best size constraint so
far, finding an intrinsic half-light radius of only 0.016 ± 0.00500
(64 ± 20 pc). The possibility of a significant point source contri-
bution to the total flux leaves open the question of whether some
of the light originates from an AGN. Our data do contain sev-
eral high ionization lines and we wish to explore the excitation
mechanism.

We have detected a large number of emission lines of vary-
ing ionization potential in GN-z11. In particular the N iv] �1486
line (ionization potential E > 47.5 eV) is often a signature of
an AGN (e.g. Vanden Berk et al. 2001; Vanzella et al. 2010) al-
though it has been seen in some star forming galaxies (e.g., Fos-
bury et al. 2003 and McGreer et al. 2018). However, the higher
ionization Nitrogen line N v (E > 77.5 eV), which is a clear sig-
nature of AGN activity, is not detected in either the grating or
the prism spectra. We note that in the prism (R ⇠ 100) spec-
trum we see emission features arising from blended He ii and
[O iii] ��1660, 1666 lines, as well as a P-Cygni type feature from
C iv (see Figure 2). The resolution of the prism at these short
wavelengths is very low, and accurate line flux measurements of
blended lines are not possible. The He ii+ O iii] and C iv lines,
which should otherwise appear to be deblended in the medium
resolution (R ⇠ 1000) grating spectra, are unfortunately below
the detection limit of our grating spectra.

The reliable detection of C iii] and N iii] lines in the grat-
ing spectra, however, enables us to investigate rest-UV line ra-
tios that can be compared with predictions from photoionization
models to di↵erentiate between an AGN or a star-formation ori-
gin (e.g. Feltre et al. 2016). In Figure 3 we plot our 2� lim-
its from the grating spectra on C iii] �1909/He ii �1640 (> 2.6)
versus C iii] �1909/C iv ��1548, 1550 (> 2.7), along with pre-
dictions from photoionization models of Feltre et al. (2016).
Based on these limits, we find that photoionzation by an AGN
is not favoured, and star formation alone may be able to explain
the observed line ratios. Additionally, using the C iii] and He ii
based diagnostics from Nakajima et al. (2018), we find that the
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GN - z11: 

Originally claimed via HST Lyman 
break (Oesch et al 2016)

zspec= 10.60
MUV  ~ -21.5
radius ≈ 100pc
M* ~ 108.7 M☉  
SFR ~ 25 M☉ yr-1

Lyman break CIII] MgII [OII] [OIII]



What’s going on?

Many explanations!

- ejected dust? 
- (Ferrara+23)

- ineffective feedback? 
(Dekel+23)

- biased detection via 
bursty SF?

- (Shen+23,24, 
Gelli+24,Kravtsov+24)

- top-heavy IMF/low Z? 
(Harikane+23, Menon+24)

Table 1 Galaxy properties inferred from NIRSpec data corrected for slit-losses based on
NIRCam fluxes.

ID JADES-GS-z14-0 JADES-GS-z14-1
extended ID JADES-GS-53.08294-27.85563 JADES-GS-53.07427-27.88592
NIRCam ID 183348 18044
RA[ICRS] 3:32:19.9049 3:32:17.8251
DEC[ICRS] -27:51:20.265 -27:53:09.338
redshift 14.32+0.08

≠0.20
13.90 ± 0.17

UV slope — ≠2.20 ± 0.07 ≠2.71 ± 0.19
MUV ≠20.81 ± 0.16 ≠19.0 ± 0.4
UV radius (rUV) [pc] 260 ± 20 < 160
log

10
(Mstar/M§) 8.7+0.7

≠0.2 8.0+0.4
≠0.3

SFR100 [M§ yr≠1] 5+9

≠3
1.2+0.7

≠0.9

SFR10 [M§ yr≠1] 22+6

6
2+0.7

≠0.4

sSFR10 [Gyr≠1] 45+56

≠35
18+75

≠38

AV [mag] 0.31+0.14

≠0.07
0.20+0.11

≠0.07

log
10

(Z/Z§) ≠1.5+0.7
≠0.4 ≠1.1+0.6

≠0.5

fLyC

esc
0.84+0.09

≠0.16
0.63+0.25

≠0.29

Fig. 2 UV absolute magnitudes of galaxies at z > 8. Blue circles are candidate hihg-z galaxies
in the GOODS-S and GOODS-N identified in JADES [33], while red squares are the spectroscopi-
cally confirmed galaxies [30, 34]. For comparison, we also report the galaxy GHZ2 [21, 22] from the
GLASS survey (red pentagon). Empty black circles highlight the targets analyzed in this work. The
relatively low number of galaxies near z = 10 is an artifact of photometric-redshift selections. Dashed
lines illustrate a semi-empirical luminosity evolution (Ã (1 + z)4.5) of haloes of a given comoving
abundances.
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The discovery of four spectroscopically-confirmed z>10 super-luminous galaxies in such 
small cosmic volumes is a tantalising indication that new time-specific physical 
processes may be responsible, perhaps related to the onset of cosmic dawn

Empirical 
luminosity 
evolution

Carniani et al 2024



Dust-free galaxies at z > 10?

Super-early luminous galaxies 3

Figure 1. Results of the Ferrara et al. (2023) model used here. Left panel : Predicted UV luminosity function (blue curve)
compared with available data at z ' 11.5 (points). The blue curve assumes no dust-attenuation, while the grey curve marked
as ⌧e↵(z = 7) assumes that the dust attenuation at z = 11.5 is the one calibrated at z = 7 using the ALMA REBELS data
(Bouwens et al. 2022a; Ferrara et al. 2022). The data are from Castellano et al. (2022) (GHZ2), Bunker et al. (2023) (GN-z11),
McLeod et al. (2023), Adams et al. (2023), and Harikane et al. (2023a, lower limits). Also shown are empirical fits provided by
Bouwens et al. (2022b, red dashed), Bowler et al. (2020, yellow dashed), and Finkelstein & Bagley (2022, green dashed). Right:
Predicted evolution of the cosmic star formation rate density (blue curve), integrated down to a limiting AB mag M1500 = �17,
compared with the data compilation of early JWST measurements in McLeod et al. (2023), also including data from Harikane
et al. (2023b); Oesch et al. (2018); Donnan et al. (2023b,a); McLeod et al. (2016); Pérez-González et al. (2023).

deduced for z > 8 sources (Tacchella et al. 2023; Robert-
son et al. 2023). The second is supported by the high
typical stellar densities of these systems ⇡ 1000M�pc�3

(Charbonnel et al. 2023) which might indicate that most
of the gas in these regions has been converted into stars
(Dekel et al. 2023).
We also assume that radiation pressure from the stars

acts on dust (Fabian et al. 2006) which is tightly cou-
pled by viscous and Coulomb drag forces to the gas,
to which it transfers the radiation momentum. This
implies that the classical Eddington luminosity LE =
4⇡GmpcM⇤/�T = 1.26 ⇥ 1038(M⇤/M�) erg s�1 is re-
duced by a boost factor A = �d/�T , the ratio of the
dust to Thomson cross-section. Depending on the stellar
age, metallicity, dust-to-gas ratio, and radiative trans-
fer e↵ects the boost factor can be computed from the
cloudy photoionization code. Fiore et al. (2023) found
it to be in the range A = 100� 600. Such range brack-
ets uncertainties in the above e↵ects (see Fig. 2 of Fiore
et al. 2023). Here, we conservatively use A = 100.
The super-Eddington condition

Lbol > L
e↵

E = A
�1

LE , (1)

where Lbol is the source bolometric luminosity, can
be equivalently written as �

e↵

E > 1, where the (e↵ec-
tive) Eddington parameter �

e↵

E = Lbol/L
e↵

E has been
introduced. If the galaxy becomes super-Eddington,
a radiatively-driven outflow will develop, ejecting both
dust and gas from the system.
We determine the galaxy (unattenuated) UV lumi-

nosity at 1500Å, L1500, from the star formation rate
(SFR) via a conversion factor, K1500 [L�/M�yr�1],
whose value has been chosen so to match the one used
by the ALMA REBELS survey (Bouwens et al. 2022a):
K1500 ⌘ L1500/SFR = 0.587⇥1010. We then convert the
UV luminosity into Lbol using a bolometric correction,
fbol = Lbol/L1500 = 2, in agreement with the galaxy
templates used to evaluate the boost factor (Fiore et al.
2023).
The super-Eddington condition, �

e↵

E > 1, with the
above definitions, translates into one on the specific star
formation rate, sSFR = SFR/M?:

sSFR > sSFR? ' 25

✓
100

A

◆✓
2

fbol

◆
Gyr�1

. (2)

Eq. 2 represents the necessary condition for a galaxy to
develop a radiation-driven outflow.

Ferrara (2022, 2023) proposes that at 
z >10 increased specific SFR leads to radiation 
pressure-driven outflows expelling dust. This 
reproduces JWST SFR density observations 
and model matches limited outflow data

Super-early luminous galaxies 5

of mass and star formation e�ciency and equal to t
�1

↵
,

As the sSFR is a function of redshift only, and grows
monotonically, eq. 2 implies that on average galaxies
become super-Eddington for z >⇠ 10 (see Fig. 2). We will
refer to eq. 6 as the “fast formation” model. This result
is essentially the same found by Tacchella et al. (2018),
but the redshift evolution of the sSFR is shallower than
found by Dekel et al. (2013), sSFR / (1 + z)5/2.
A second way to estimate the stellar mass includes a

treatment of the halo mass growth history. We start by
writing

M?(z) =

Z z

z?

SFR
dt

dz0
dz

0 =
✏?fb

⇣

Z z

z?

M(z0)

(1 + z0)
dz

0 (7)

where z? is the redshift at which the halo virial temper-
ature reaches Tvir = 104 K, thus enabling Ly↵ cooling2,
and hence star formation. We have also used the rela-
tion dt/dz = �[H(z)(1+ z)]�1, and substituted eq. 4 in
the equation above. The halo mass growth with redshift
can be obtained by time-integrating the cosmological ac-
cretion of dark+baryonic matter. A handy fit to M(z)
is provided by Correa et al. (2015):

M(z) = M0(1 + z)↵e�z, (8)

where M0 is the present-day halo mass, and (↵,�) are
parameters that depend on M0, cosmology and the lin-
ear matter power spectrum. These are provided3 in Ap-
pendix C of Correa et al. (2015). By combining eq. 3
and 7 we obtain the evolution of the sSFR shown in Fig.
2. We will refer to such result as the “slow formation”
model. In this case, sSFR depends on halo mass as well
as on redshift. In addition, with respect to the previous
scenario (eq. 6), accounting for halo growth produces a
steeper redshift dependence, approximately / (1+z)5/2.
In spite of these di↵erences, both models predict that

on average high-z galaxies become super-Eddington.
In fact, the slow formation model predicts that ha-
los with M0 = 1010M� (M0 = 1015M�) cross the
sSFR = 25Gyr�1 threshold at z = 14.5 (10).
At this stage the available data cannot uniquely dis-

criminate between the two models shown in Fig. 2.
Arguments in favor of a flatter (1 + z)3/2 evolution
have nevertheless been brought by a number of works.
Faisst et al. (2016) find that sSFR / (1 + z)3/2 at
z > 2.2 consistent with a fast mass build-up in high-
z galaxies within e-folding times of ⇡ 100 Myr, con-
sistent with our eq. 6. A very similar flatter trend,

2 The results are almost insensitive to the value of z?
3 For reference, when averaged over 8 < log(M0/M�) < 14,
(↵,�) = (0.25,�0.75).

Figure 3. Predicted redshift evolution of the fraction of
super-Eddington galaxies (i.e. �e↵

E > 1) in which radiation-
driven outflows are expected in the fast formation model (eq.
6, red curve), compared with available data for 134 galaxies
at z > 6.5 (Fiore et al. 2023).

sSFR / (1 + z)1.6 Gyr�1, has been obtained by Tac-
chella et al. (2018) and Hsiao et al. (2022). As noted,
the di↵erent behavior of the models has little impact on
the main point here, i.e. that a large fraction of z >⇠ 10
galaxies should develop an outflow. Hence, in the follow-
ing we will concentrate on the fast formation scenario.

3.1. Specific star formation rate scatter

Eq. 6 provides a very good match to the mean
sSFR trend, but it does not account for the observed
sSFR scatter at fixed redshift. The scatter naturally
arises in the model if the e�ciency varies over t↵ , i.e.
h✏?i 6= ✏?. Stated di↵erently, while the SFR depends
on the instantaneous star formation e�ciency, the stel-
lar mass is sensitive to its past variations. The latter
are likely regulated by poorly understood feedback pro-
cesses, causing the system to experience a stochastic star
formation history (Pallottini & Ferrara 2023; Shen et al.
2023; Mirocha & Furlanetto 2023), or even multiple sub-
sequent phases of quiescent and active star formation
(Gelli et al. 2023; Gelli et al. 2023; Kobayashi & Ferrara
2023).
For example, Looser et al. (2023) reported the dis-

covery of the quiescent low-mass galaxy JADES-GS-
z7-01-QU at redshift z = 7.3 (see also Carnall et al.
2023; Strait et al. 2023 for similar systems). Gelli et al.
(2023) using zoom-in simulations (see also Dome et al.
2023) showed that the fraction of time spent in an active

Fraction of critical outflows derived 
from sSFR distribution 

Do we see a marked change in 
dust-content of z>10 galaxies?

Only available diagnostic is the UV 
continuum slope 𝛽

Most z > 10 galaxies

50%



Spectroscopic measures of the UV slope 𝛽

Heintz et al.: JWST-PRIMAL. A JWST/NIRSpec legacy sample of galaxies at z = 5.5 � 13.4

Fig. 7 Example of spectral fitting of the UV power-law index,
�UV, where F� / ��UV , of the stellar continuum. The grey
curve shows the full NIRSpec Prism spectrum of a galaxy at
z = 9.4383, with the error spectrum shown by the dotted line.
The black part of the spectrum highlights the rest-frame fitting
region from �rest = 1250 � 2600 Å. The top green bar marks the
integration region for the MUV measurements, � = 1400�1700 Å
in the rest frame.

at higher redshifts, though still consistent with a non-evolution
within the scatter in the sample distributions. We further note
that distribution of dust and H iiregions may account for the large
scatter in the population around the expected slope for a stan-
dard stellar population with negligible dust and maximum neb-
ular continuum contribution (e.g., Calzetti et al. 1994; Vijayan
et al. 2024).

Fig. 8 The galaxy UV spectral slope, �UV as a function of red-
shift. The red points mark the JWST-PRIMAL sample from this
work, and the shown quantities are all derived directly from the
NIRSpec Prism spectroscopy. The yellow hexagons show the
mean �UV in bins denoted by the horizontal errorbars, and the
vertical errorbars represent the 16th to 84th percentile of the dis-
tribution in the respective bins. The blue shaded region repre-
sents the minimum value �UV = �2.6 to �2.4 for a standard stel-
lar population with negligible dust and maximum nebular con-
tinuum contribution (see Sect. 3.4 and Cullen et al. 2023a).

To determine the UV luminosity, LUV, and absolute magni-
tude, MUV, for each source we derive the flux density and cor-
responding UV magnitude, mUV at rest-frame 1550 Å from the
spectral power-law model. We convert the apparent mUV to the
intrinsic, absolute brightness, MUV, via
MUV = mUV � µ(z) + 2.5 ⇥ log(1 + z) (2)
where µ(z) is the distance modulus at a given redshift derived
from the astropy.cosmology module. The derived MUV for
each source are summarized in Table 3, not corrected for poten-
tial magnification factors for galaxies drawn from lensing clus-
ter surveys. Our full sample spans absolute UV magnitudes of
MUV = �22 to �16 mag, respectively (see Fig. 1).

3.5. Star-formation rate

The Balmer recombination lines originating from star-forming
H ii regions, H↵ in particular, are robust tracers of star formation
on short (. 20 Myr) timescales. The star-formation rate (SFR)
has been found to increase at a given stellar mass (Whitaker et al.
2012; Speagle et al. 2014; Salmon et al. 2015; Thorne et al. 2021;
Sandles et al. 2022) and rest-frame UV size (van der Wel et al.
2014; Ward et al. 2023; Langeroodi & Hjorth 2023) for galaxies
at increasing redshifts, following the evolution in the peak of the
stellar mass halo mass relation with redshift (e.g., Behroozi et al.
2019). The SFR can now be measured directly from the Balmer
recombination lines for galaxies at z > 6 with JWST , revealing
intense star-forming galaxies during the reionization epoch (e.g.,
Heintz et al. 2023a; Shapley et al. 2023; Fujimoto et al. 2023a;
Sanders et al. 2024; Nakajima et al. 2023; Curti et al. 2023b).
Given that H↵ is only detected for the subset of the sample at
z < 7, and may be contaminated by [N ii], we instead derive the
SFR based on H� for the majority of sources at z < 10 as:
SFRH�(M� yr�1) = 5.5⇥10�42LH�(erg s�1)⇥ fH↵/H� (z < 10) (3)
following Kennicutt (1998), but here assuming the more top-
heavy initial mass function (IMF) from Kroupa (2001), which is
likely more representative of the high-redshift galaxy population
(e.g., Steinhardt et al. 2023). We derive the H� line luminosity
via LH� = FH� ⇥ 4⇡D2

L(z) with DL(z) the luminosity distance
at the given redshift and assume fH↵/H� = 2.86 from the Case
B recombination scenario at Te = 104 K (Osterbrock & Ferland
2006). We propagate the uncertainty of⇡ 20–30% from the exact
choice of the IMF in the relation, in addition to the dependence
on the electron density and temperature of the H ii region which
is only of the order . 5%.

For the sources at z > 10, where H� is redshifted out of
the NIRSpec Prism spectral coverage, we instead rely on the
[O ii] �3727 line strength
SFR[OII](M� yr�1) = 1.0 ⇥ 10�41L[OII](erg s�1) (z > 10) (4)
again following Kennicutt (1998), and assuming the Kroupa
(2001) IMF. For the full sample, we derive SFRs in the range
0.1–100 M� yr�1, not corrected for the relevant magnification
factors or dust extinction, as summarized in Table 3. The SFRs
can also be derived from overall UV luminosity of the sources
following Madau & Dickinson (2014), where
SFRUV(M� yr�1) = 1.0 ⇥ 10�28LUV (erg s�1 Hz�1) (5)
assuming 10% solar metallicity which traces star formation on
a longer timescale (⇠ 100 Myr) compared to the Balmer line
(⇠ 100 Myr, see Calzetti 2013). We find that the SFRUV estimate
is consistent with that derived from the Balmer recombination
lines or [O ii] for the full sample, when allowing for up to AV ⇡
0.5 mag of dust attenuation.
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Heintz et al 2024: archival sample
494 5.5<z<13 NIRSpec prism

Saxena et al 2024: JADES 
295 5.5<z<14 NIRSpec prism

• No evidence of significant steepening in UV slope at z~10 
• Possible redder trend at z > 10 which may arise from increased nebular contribution? 



Bursty Star Formation?

Bursty star formation at high-z 5

presence of a UV scatter that decreases with halo mass
naturally produces larger number densities of MUV .
�14 galaxies at higher redshifts with respect to the no-
scatter case. This is due to low mass halos (charac-
terized by higher UV scatter) being progressively more
dominant at earlier epochs.
As evident from the bottom right panel of Fig. 2 where

we show the LFs up to fainter luminosities, the model
also predicts a faint end turnover of the LF at magni-
tudes MUV

>⇠ � 13. This is because we have imposed a
cut-o↵ in galaxy formation at the atomic cooling limit
M ⇠ 108 M�, i.e. lower mass halos cannot host a galaxy
and thus will not be scattered up to populate the LF.
While galaxies in higher mass halos are scattered down
to lower luminosities during lulls in star formation, their
number densities are lower than low mass halos, and
they cannot boost the faint-end of the LF. If ever probed
with deep observations (e.g. in lensed fields with JWST
Atek et al. 2023b), this could provide an additional con-
straint on the dominant driver of star formation at high
redshifts.
We find the mass-dependent UV scatter model suc-

cessfully reproduces the observed HST and JWST up to
z ⇠ 12 (Bouwens et al. 2022b; Finkelstein et al. 2023;
Pérez-González et al. 2023; Donnan et al. 2024; McLeod
et al. 2024), producing a⇠ 1 dex increase in number den-
sities of MUV < �18 galaxies at z & 9 compared to the
no-scatter model. The model slightly overpredicts the
bright-end of the LF at z ⇠ 8, which is likely due to a
combination of the dust modelling and the precise form
of �UV(Mh). However, at redshifts greater than > 12,
even the additional contribution from an enhanced UV
scatter at low masses is not su�cient to reproduce the
observed high number densities of galaxies. This sug-
gests that additional physical processes may be at play
at these redshifts to enhance the UV luminosities, as we
will discuss in Sec. 4.

3.2. Luminosity density evolution

By integrating the LFs we derive the luminosity den-
sity ⇢UV for the mass-dependent UV scatter model,
shown in Fig. 3 as a function of redshift. To be con-
sistent with observations, we obtain ⇢UV by integrating
the LFs down to a magnitude limit of Mlim = �17.
We also calculate the corresponding cosmic star forma-
tion rate density (SFRD) using the empirical relation
SFR/(M� yr�1) = 8⇥1027L/(erg s�1Hz�1) from Madau
et al. (1999).
The mass-dependent UV scatter and the no scatter

models, shown with solid and dashed lines respectively,
predict similar luminosity density at z ⇠ 7, but pro-
gressively diverge towards higher redshifts. While the

Figure 3. Luminosity density ⇢UV and cosmic star forma-
tion rate density SFRD as a function of redshift, derived
integrating the UV LFs down to Mlim = �17. The solid
and dashed curves show the mass-dependent UV scatter and
no-scatter models respectively. Also shown are observations
from Bouwens et al. (2022a); Finkelstein et al. (2023); Pérez-
González et al. (2023); Donnan et al. (2024); McLeod et al.
(2024). We note that the apparent match to the observa-
tions at z ⇠ 14 is due to the steep faint-end slope of our
LFs relative to that assumed by Donnan et al. (2024) (see
Section 3.2).

no-scatter model underpredicts the observed luminos-
ity density already from z > 9, the mass-dependent
UV scatter model is in good agreement with the lat-
est JWST observations up to z ⇠ 11, but then diverges
from the observations at progressively earlier epochs.
We note that the luminosity density of the mass-

dependent UV scatter model is consistent with the data
from Donnan et al. (2024) up to z ⇠ 14, despite their LF
exhibiting higher values at this redshift. This happens
because their double power-law fit yields a shallower LF
slope than our model towards fainter magnitudes, result-
ing in lower luminosity density when integrating up to
Mlim = �17. It is important to note that the luminos-
ity density only reflects the integrated LF and caution
should be taken when drawing conclusions based solely
on its value. Therefore, while our luminosity density
only slightly diverges from the data towards higher-z,
this still suggests the need for extra luminosity produc-
tion beyond that provided by stochastic star formation.

3.3. Constraining the level of stochasticity

Even if it cannot fully explain the number density of
z & 12 galaxies, bursty star formation still plays a role
at cosmic dawn and it results from the complex inter-
play of multiple feedback processes acting on di↵erent
timescales, which are not yet fully understood. Con-

Gelli et al 2024 (see also Mason et al 2023, Shen et al 2023, Kravstov & Belokurov 2024)
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Figure 8. The inferred distributions of [OIII]+HV EW (top) and HU EW
(bottom) among our sample using the two-component SFH ������ SED fit
outputs. The [OIII]+HV EW distributions are inferred for both the I ⇠ 6 and
I ⇠ 7 � 9 subsets while the HU EW distribution is inferred only at I ⇠ 6
given this line redshifts out of NIRCam at I > 6.5. The different colors show
the EW distribution inferred among three different UV luminosity bins (see
Table 1). We find a strong, highly-significant decline in the typical [OIII]+HV
EW with UV luminosity, yet a very weak UV luminosity dependence on HU
EW (at least at I ⇠ 6).

(I ⇡ 7.0 � 7.6) or F444W (I ⇡ 7.0 � 9.0). We therefore investi-
gate whether the measured photometry supports significant flatten-
ing in the F335M�F410M, F335M�F444W, F356W�F410M, and
F356W�F444W colors as we move from the bright to very faint sub-
sets of our I ⇠ 7 � 9 sample. In the bright subset, the median values
for all four above colors are noticeably red (0.49, 0.33, 0.46, and
0.27, respectively), consistent with typical contamination of strong
[OIII]+HV emission. On the other hand, in the very faint subset we
measure much flatter median colors (0.21, 0.00, 0.22, and �0.01,
respectively) suggestive of typically much weaker [OIII]+HV EWs.

Because the sample size of each MUV bin is fairly large (#gal =
55–200; see Table 1), we do not expect these median colors to be sig-
nificantly impacted by noise. Nonetheless, we employ a Monte Carlo
simulation to quantify the likelihood of measuring the median colors
of the very faint subsets (accounting for noise) under the assump-
tion that they indeed have true colors represented by their respective
bright subset of galaxies. For this test, we take the measured photom-
etry of all galaxies in the bright subset for a given dropout sample
(randomly sampled with replacement), uniformly re-normalize the
photometry of each bright galaxy such that it has an MUV value
equivalent to a galaxy in the very faint subset in the same dropout
sample (again randomly sampled with replacement), and add Gaus-
sian noise to their photometry in each band using the uncertainties
from the associated very faint galaxy. This Monte Carlo simulation is
performed 5000 times and, in each iteration, we compute the median
colors of interest.

The distributions of median colors from the Monte Carlo simu-
lations are shown in Fig. 9, along with the actual measured median
colors of the very faint subsets plotted as vertical dashed lines in
each panel. For nearly every color probing [OIII]+HV emission, we
find that very few (0.1%) of the 5,000 Monte Carlo iterations yield
median recovered colors as flat (or flatter) than that measured among
the very faint subset. While the median F410M�F356W Monte Carlo
colors in the F775W dropout subset are consistent (at the ⇡1f level)
with that measured among the very faint subset, F356W is less sensi-
tive to strong [OIII]+HV emission relative to F335M given its broader
bandwidth and thus the significance in color difference is expected
to be considerably weaker.

Having now validated that the inferred trend in median [OIII]+HV
EW with UV luminosity is consistent with expectations given the
measured long-wavelength colors, we consider whether the data
imply any significant changes in the width of the EW distribu-
tion towards fainter UV luminosities. Even though the median
EW of the very faint population declines substantially relative to
the brightest MUV bin, we continue to identify a number of very
faint galaxies with prominent long-wavelength colors implying ex-
tremely high [OIII]+HV EWs of >1500 Å (see, e.g., ID JADES-
GS+53.17835�27.77879 and JADES-GS+53.19590�27.79240 in
Fig. 7). Accordingly, our assumed log-normal EW distributions are
inferred to broaden considerably towards fainter UV luminosities at
both I ⇠ 6 and I ⇠ 7, with fEW increasing from ⇡0.30±0.03 dex
in the bright subsets to ⇡0.48±0.04 dex in the very faint subsets
(see Table 1). From these distributions, we infer that the fraction of
galaxies with extremely high [OIII]+HV EWs (>1500 Å) declines
significantly towards fainter UV luminosities, going from 23+3

�3%
(17+3

�3%) in the bright I ⇠ 6 (I ⇠ 7 � 9) subset to 12+2
�2% (7+2

�1%) in
the respective very faint subset. Conversely, the fraction of galaxies
with relatively very low [OIII]+HV EWs (<300 Å) rises dramat-
ically towards the faint-end of the luminosity function, increasing
from 6+2

�1% (10+3
�2%) in the bright I ⇠ 6 (I ⇠ 7� 9) subset to 40+5

�4%
(49+3

�3%) in the respective very faint subset.

MNRAS 000, 1–29 (2023)

Bursty star formation at high-z 3

Figure 1. Top panel: Probability distribution of halo
masses at given UV magnitude MUV, with corresponding
scatter � determined by the model in the bottom panel. The
distributions are shown for three di↵erent redshifts, high-
lighting the broadening of the distributions towards ear-
lier epochs. Bottom panel: Mass-dependent UV scatter
�UV(Mh) as a function of the halo mass Mh. The black line
shows the fiducial model used in this work, for all redshifts.

probability of a dark matter halo with mass Mh to host
a galaxy with magnitude MUV is given by:

p(MUV | Mh) =

1p
2⇡�UV(Mh)

exp

✓
�[MUV �MUV,c(Mh, z)]2

2�2
UV(Mh)

◆
, (1)

where MUV,c is the median magnitude at a given red-
shift z and halo mass Mh. We derive it by following
Mason et al. (2015, 2023), assuming hSFRi / ✏? fbMh,
where fb is the cosmic baryon fraction and ✏? the star
formation e�ciency, and then using starburst99 (Lei-
therer et al. 1999)1 to derive MUV. We assume a mass-

1
We use padova stellar tracks (Bertelli et al. 1994) and assume

a Kroupa (2001) initial mass function between 0.1 and 100M�.

However we note that the following results are not sensitive to

these specific choices.

dependent star formation e�ciency ✏?(Mh) ⇠ M?/Mh,
and we calibrate2 it at a single redshift z ⇠ 5 to re-
produce the observed UVLFs by Bouwens et al. (2023)
(see also Mason et al. 2015; Ren et al. 2019; Mirocha &
Furlanetto 2023). Like the UV scatter, once calibrated,
the derived star formation e�ciency is assumed to be
redshift independent.
We can derive halo mass distributions p(Mh | MUV)

using a numerical approach, evaluating the probability
in Equation 1 for an array of halo masses at fixed MUV

and z (see also Whitler et al. 2020). The results are
shown in the top panel of Fig. 1 for two di↵erent mag-
nitudes and redshifts. The position of the peak of the
distribution is determined by the median MUV,c(Mh, z),
while the width of the distribution is determined by the
scatter �UV(Mh) and is independent of the redshift. At
fixed redshift, brighter galaxies are more likely to be
hosted by larger dark matter halos. Note however that
here we are not weighting by the halo mass function. As
lower mass halos are in reality more numerous, galaxies
we observe at fixed UV magnitudes will be more likely
to be hosted in lower mass halos, as it will be evident
in the next section. The dispersion around the median
Mh is larger for lower luminosities. This is a direct con-
sequence of the increasing �UV towards lower masses,
making lower mass halos have high probability to ap-
pear with a wider range of luminosities.
Comparing the di↵erent redshifts, we can see that

there is a broadening of the distribution towards high-z,
meaning that galaxies at a given MUV can be hosted
at higher z by a broader range of halos with respect to
their lower z analogues. This behavior is due to the
combined e↵ect of: (i) the increasing median luminos-
ity MUV,c(Mh, z) with the redshift – i.e. at fixed halo
mass, galaxies are on-average more luminous at higher
redshift, due to higher SFRs, and (ii) the increasing scat-
ter �UV in lower mass halos.
In the following sections we determine and analyze

the expected impact of such mass-dependent UV scatter
on di↵erent observables (UVLFs, SFR density, neutral
hydrogen fractions, spectral features).

3. RESULTS

We present our model for the UV luminosity function
in Section 3.1 and the luminosity density in Section 3.2.
In Section 3.3 we make predictions for other independent
observables: galaxy clustering, the reionization timeline,

2
We note that when introducing mass-independent scatter, Ren

et al. (2019) required a break in ✏?(Mh) above Mh & 10
11.5

to

match the bright-end of the LF, however, this is not necessary in

our model as �UV(Mh) is so low at these high halo masses.

Low luminosity galaxies at z~7-9  have weaker emission 
lines consistent with SFR downturn. Luminous ones could 
be “up-scattered” by bursts. FIRE simulations indicate 
scatter 𝜎UV in MUV – Mhalo relation is larger for low 
luminosity galaxies. Incorporating such a scatter 
increases the visibility of sub-luminous systems but may 
be insufficient to match data at highest redshifts

Endsley et al 2023

𝜎UV ~ Mh
-1/3

luminous

sub-luminous

?



UV boost from very massive stars?
Growing evidence from 
strong He II 1640 Å 
emission for 100-400 M☉ 
WR stars in LMC, nearby 
SF galaxies & lensed 
z~2 galaxies 

Their presence provides 
a significant boost to 
both stellar and nebular 
UV continuum for ages 
< 10 Myr. 

Models predict

LUV  boost × 6
𝜉ion    boost × 1.5
EW (He II) ~ 7 Å

Some examples of He II 
in z>10 spectra but 
presence is not 
ubiquitous

Schaerer et al 2024, also Katz et al 2024, Harikane et al 2023, Menon et al 2023 

Boost in UV luminosity 
due to > 100 M☉  stars

BURST

SFR=CONST



Cosmic Dawn: Pop III galaxies
Daniel Schaerer: Metal-free stellar population synthesis calculations

• For galaxy formation: cooling timescale < dynamical timescale
• Pop III stars formed by H2 cooling in halos with Tvir~103 K (so atomic cooling ineffective)
• Simulations indicate a fragmentation scale that yields stellar masses > 100 M☉
• Nebular continuum dominant (so emission lines weakened)
• He II recombination lines 𝜆1640 Å - key signature for very low metallicities
• Rapid decline in He II visibility will be a challenge in identifications
• Pair-instability SNe* from 140 <M/M☉< 250 stars  𝛾 ⇌ e+ + e- reducing pressure

Schaerer 2002, 2003

Rapid decline in He II visibility

stellar only

stars+nebular

Integrated spectrum for 0< Z/Z☉ < 0.02 

Z=0.02
Z=0.0004
Z=10-5

Z=10-7

Z=0

He II



Recent Simulations

Katz, RSE et al 2023 (also Zackrisson et al 2024, Venditti et al 2024, THESAN/Zier et al 2025 )
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Zoom simulation of Pop III to Pop II transition for a 3. 108 M☉ halo @ 0.8pc 
resolution for various IMFs using on-the-fly radiative transfer plus non-
equilibrium chemistry & cooling 

Metal enrichment proceeds rapidly  
(~5 Myr) after first Pop III SNe

Pop III star formation co-exists with Pop II 
(declines by z~10 in this source)

Harley Katz



JWST Pop III claims

Maiolino+ claim isolated He II 1640 Å 
in vicinity of GNz-11 @ z=10.6. 
Pop III source with Mstars ~  6. 105 M☉ 
claimed via EW~170 Å and absence 
of metal lines 

Vanzella+ IFU spectra of a highly-
magnified 𝜇 > 100 z=6.6 source 
LAP1-B straddling critical line of a 
Frontier Field cluster MACS0416. 
Absence of [O III] places upper limit of 
Z < 0.003 Z☉ for a M~103 M☉ system

Maiolino et al 2023, Vanzella et al 2023

NB1: Wang et al (2024) claim a Pop III 
candidate with an anomalous He II 1640 
(EW~21 Å) in an enriched z=8.16 galaxy

NB2: Fujimoto et al (2025) claim a Pop III 
candidate at z=6.50 with He II and upper [O/H] 
limit inferred from NIRCam photometry
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He II 1640 Å, a favourite Pop III 
diagnostic, fades faster than H𝛼 
(×100 in 5 Myr!)

Katz, RSE et al 2022 (see also Schaerer 2002, 2003; Inoue 2011; Nakajima & Maiolino 2022) 

[O III] 5007 Å, the most prominent metal line, 
remains weak initially even in Pop II, so claiming 
metal-free halos will need long JWST exposures

Simulations suggest require log He II/H𝛼 > - 0.5 and log [O III] / H𝛽 < -1.5

Vanzella et al 2023 ×100 magnified ~30pc clump at z~6.6 with Zgas < 0.003
Maiolino et al 2023 z=10.6 ~1 kpc system adjacent to GN-z11 @ z=10.6 



resonant scattering of Lyman alpha photons, known as the Wouthuysen-Field effect,
drives TS = Tgas [47, 133]. Since the gas temperature varies significantly over cosmic
time, the 21-cm signal can be viewed as a thermometer to measure the impact of
cooling due to cosmic expansion or heating due to X-rays from stellar sources [107] or
exotic physics, e.g. dark matter decay ([50]; see also below). We typically look for the
21-cm signal as a spectral distortion of emission or absorption against some back-
ground radio source. For a very bright radio source, such as a radio quasar, the 21-cm
signal will always be seen as a series of absorption lines – the 21-cm forest [49]. Most
generally for mapping the Cosmic Dawn or the Epoch of Reionization (EoR; see Fig.
1), where the CMB itself is the backlight, the 21-cm line can be seen either in
absorption (when TS < TCMB) or emission (TS > TCMB) depending upon the gas tem-
perature and the degree of coupling. The 21-cm signal is therefore extremely rich in
information about the early Universe and its interpretation depends upon our ability to
model the physical properties of hydrogen gas and the impact of radiation – Lyman
alpha, ionizing or heating – from the first luminous sources [80, 108] during the
Cosmic Dawn and after. Before the first sources emit radiation, however, astrophysics
was physics. The Dark Ages are the main focus of this White Paper.

Fig. 1 2D slice through a mock 21-cm lightcone (top), corresponding to the global-signal evolution (middle),
and the 3D power spectra at two wave numbers (bottom). Some major cosmic milestones can be seen from
right to left: (i) Wouthuysen-Field (or Lyman-α) coupling [47, 133], when Lyman-band photons efficiently
couple the spin temperature to the gas temperature (black to yellow); (ii) epoch of heating, when galactic X-
rays with long mean free paths heat the predominantly neutral IGM (yellow to blue); (iii) epoch of
Reionization, when ionising photons drive the final major phase transition of our Universe (blue to black).
The timing and the patterns of the signal encode a wealth of information about the first galaxies. This figure
corresponds to the fiducial model of Mesinger et al. [81], though recent studies calibrated to high-z galaxy
observations suggest that the Cosmic Dawn epochs of WF coupling and X-ray heating might occur later, with
significant overlap with the EoR, due to less efficient star formation (e.g. [95])

1645Experimental Astronomy (2021) 51:1641–1676

Pritchard & Loeb 2012; Koopmans et al 2021

21cm brightness temperature & cosmic dawn

• In dark ages, cosmic expansion cools gas 𝜌 ∝	a(t)-3 faster than radiation Trad ∝	a(t)-1 while  
atomic collisions maintain Ts ~ Tgas : 21cm seen in absorption against CMB

• By z~30 decreasing gas density renders atomic collisions ineffective Ts ~ Trad:  no signal

• At cosmic dawn, IGM is heated penetrating dense ISM so Ts ~ Tgas: absorption 

• Eventually Ts > Trad as the radiation continues to cool: emission throughout reionisation era

redshift



Cosmic Dawn @ z~15-20?
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An absorption profile centred at 78 megahertz in the 
sky-averaged spectrum
Judd D. Bowman1, Alan E. E. Rogers2, Raul A. Monsalve1,3,4, Thomas J. Mozdzen1 & Nivedita Mahesh1

After stars formed in the early Universe, their ultraviolet light is 
expected, eventually, to have penetrated the primordial hydrogen 
gas and altered the excitation state of its 21-centimetre hyperfine 
line. This alteration would cause the gas to absorb photons from 
the cosmic microwave background, producing a spectral distortion 
that should be observable today at radio frequencies of less than  
200 megahertz1. Here we report the detection of a flattened 
absorption profile in the sky-averaged radio spectrum, which is 
centred at a frequency of 78 megahertz and has a best-fitting full-
width at half-maximum of 19 megahertz and an amplitude of 0.5 
kelvin. The profile is largely consistent with expectations for the 
21-centimetre signal induced by early stars; however, the best-fitting 
amplitude of the profile is more than a factor of two greater than 
the largest predictions2. This discrepancy suggests that either the 
primordial gas was much colder than expected or the background 
radiation temperature was hotter than expected. Astrophysical 
phenomena (such as radiation from stars and stellar remnants) are 
unlikely to account for this discrepancy; of the proposed extensions 
to the standard model of cosmology and particle physics, only 
cooling of the gas as a result of interactions between dark matter 
and baryons seems to explain the observed amplitude3. The low-
frequency edge of the observed profile indicates that stars existed 
and had produced a background of Lyman-α photons by 180 million 
years after the Big Bang. The high-frequency edge indicates that 
the gas was heated to above the radiation temperature less than 
100 million years later.

Observations with the Experiment to Detect the Global Epoch of 
Reionization Signature (EDGES) low-band instruments, which began 
in August 2015, were used to detect the absorption profile. Each of the 
two low-band instruments consists of a radio receiver and a zenith- 
pointing, single-polarization dipole antenna. Spectra of the brightness 
temperature of the radio-frequency sky noise, spatially averaged over 
the large beams of the instruments, were recorded between 50 MHz 
and 100 MHz. Raw spectra were calibrated, filtered and integrated over 
 hundreds of hours. Automated measurements of the reflection coeffi-
cients of the antennas were performed in the field. Other measurements  
were performed in the laboratory, including of the noise waves and 
reflection coefficients of the low-noise amplifiers and additional  
calibration constants. Details of the instruments, calibration, verifica-
tion and model fitting are described in Methods.

In Fig. 1 we summarize the detection. It shows the spectrum 
observed by one of the instruments and the results of model fits. 
Galactic synchrotron emission dominates the observed sky noise, 
 yielding a power-law spectral profile that decreases from about 
5,000 K at 50 MHz to about 1,000 K at 100 MHz for the high Galactic 
latitudes shown. Fitting and removing the Galactic emission and  
ionospheric contributions from the spectrum using a five-term,  
physically motivated foreground model (equation (1) in Methods) 
results in a residual with a root-mean-square (r.m.s.) of 0.087 K.  

The absorption profile is found by fitting the integrated spectrum 
with the foreground model and a model for the 21-cm signal  
simultaneously. The best-fitting 21-cm model yields a symmetric 
U-shaped absorption profile that is centred at a frequency of 
78 ±  1 MHz and has a full-width at half- maximum of −

+19 MHz2
4 , an 

amplitude of . − .+ .0 5 K0 2
0 5  and a flattening factor of τ= −

+7 3
5 (where the 

bounds provide 99% confidence intervals including estimates of  
systematic uncertainties; see Methods for model definition). 
Uncertainties in the parameters of the fitted profile are estimated 
from statistical uncertainty in the model fits and from  systematic 
differences between the various validation trials that were performed 
using observations from both instruments and several  different data 
cuts. The 99% confidence intervals that we report are calculated as 
the outer bounds of (1) the marginalized statistical 99% confidence 
intervals from fits to the primary dataset and (2) the range of best- 
fitting values for each parameter across the validation trials. Fitting 
with both the foreground and 21-cm models lowers the residuals to 
an r.m.s. of 0.025 K. The fit shown in Fig. 1 has a signal-to-noise ratio 
of 37, calculated as the best-fitting amplitude of the profile divided 
by the statistical uncertainty of the amplitude fit, including the cova-
riance between model parameters. Additional analyses of the 

1School of Earth and Space Exploration, Arizona State University, Tempe, Arizona 85287, USA. 2Haystack Observatory, Massachusetts Institute of Technology, Westford, Massachusetts 01886, USA. 
3Center for Astrophysics and Space Astronomy, University of Colorado, Boulder, Colorado 80309, USA. 4Facultad de Ingeniería, Universidad Católica de la Santísima Concepción, Alonso de Ribera 
2850, Concepción, Chile.
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Figure 1 | Summary of detection. a, Measured spectrum for the reference 
dataset after filtering for data quality and radio-frequency interference. 
The spectrum is dominated by Galactic synchrotron emission.  
b, c, Residuals after fitting and removing only the foreground  
model (b) or the foreground and 21-cm models (c). d, Recovered  
model profile of the 21-cm absorption, with a signal-to-noise  
ratio of 37, amplitude of 0.53 K, centre frequency of 78.1 MHz and  
width of 18.7 MHz. e, Sum of the 21-cm model (d) and its residuals (c).
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observations using restricted spectral bands yield nearly identical 
best-fitting absorption profiles, with the highest signal-to-noise ratio 
reaching 52. In Fig. 2 we show representative cases of these fits.

We performed numerous hardware and processing tests to validate 
the detection. The 21-cm absorption profile is observed in data that 
span nearly two years and can be extracted at all local solar times and 
at all local sidereal times. It is detected by two identically designed 
instruments operated at the same site and located 150 m apart, and 
even after several hardware modifications to the instruments, includ-
ing orthogonal orientations of one of the antennas. Similar results for 
the absorption profile are obtained by using two independent pro-
cessing pipelines, which we tested using simulated data. The profile is 
detected using data processed via two different calibration techniques:  
absolute calibration and an additional differencing-based post- 
calibration process that reduces some possible instrumental errors. It 
is also detected using several sets of calibration solutions derived from 
 multiple laboratory measurements of the receivers and using  multiple 
on-site measurements of the reflection coefficients of the antennas. 
We modelled the sensitivity of the detection to several possible  
calibration errors and in all cases recovered profile amplitudes that 
are within the reported confidence range, as summarized in Table 1.  
An EDGES high-band instrument operates between 90 MHz and 
200 MHz at the same site using a nearly identical receiver and a scaled 
version of the low-band antennas. It does not produce a similar  feature 
at the scaled frequencies4. Analysis of radio-frequency interference 
in the observations, including in the FM radio band, shows that  
the absorption profile is inconsistent with typical spectral contribu-
tions from these sources.

We are not aware of any alternative astronomical or atmospheric 
mechanisms that are capable of producing the observed profile. H ii 
regions in the Galaxy have increasing optical depth with wavelength, 
blocking more background emission at lower frequencies, but they 
are observed primarily along the Galactic plane and generate mono-
tonic spectral profiles at the observed frequencies. Radio-frequency 
recombination lines in the Galactic plane create a ‘picket fence’ of 
narrow absorption lines separated by approximately 0.5 MHz at the 
observed frequencies5, but these lines are easy to identify and filter 
in the EDGES observations. The Earth’s ionosphere weakly absorbs 
radio signals at the observed frequencies and emits thermal radiation 
from hot electrons, but models and observations imply a broadband 
effect that varies depending on the ionospheric conditions6,7, including 
diurnal changes in the total electron content. This effect is fitted by 
our foreground model. Molecules of the hydroxyl radical and nitric 
oxide have spectral lines in the observed band and are present in the 
atmosphere, but the densities and line strengths are too low to produce 
substantial absorption.

The 21-cm line has a rest-frame frequency of 1,420 MHz. Expansion 
of the Universe redshifts the line to the observed band according to 
ν =  1,420/(1 +  z) MHz, where z is the redshift, which maps uniquely 
to the age of the Universe. The observed absorption profile is the con-
tinuous superposition of lines from gas across the observed redshift 
range and cosmological volume; hence, the shape of the profile traces 
the history of the gas across cosmic time and is not the result of the 

properties of an individual cloud. The observed absorption profile is 
centred at z ≈  17 and spans approximately 20 >  z >  15.

The intensity of the observable 21-cm signal from the early 
Universe is given as a brightness temperature relative to the micro-
wave background8:
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where xHi is the fraction of neutral hydrogen, Ωm and Ωb are the matter 
and baryon densities, respectively, in units of the critical density for a 
flat universe, h is the Hubble constant in units of 100 km s−1 Mpc−1, 
TR is the temperature of the background radiation, usually assumed to 
be from the background produced by the afterglow of the Big Bang, 
TS is the 21-cm spin temperature that defines the relative population 
of the hyperfine energy levels, and the factor of 0.023 K comes from 
atomic-line physics and the average gas density. The spin temperature 
is affected by the absorption of microwave photons, which couples TS 
to TR, as well as by resonant scattering of Lyman-α  photons and atomic 
collisions, both of which couple TS to the kinetic temperature of the 
gas TG.

The temperatures of the gas and the background radiation are 
 coupled in the early Universe through Compton scattering. This 
 coupling becomes ineffective in numerical models9,10 at z ≈  150, 
after which primordial gas cools adiabatically. In the absence of 
stars or non-standard physics, the gas temperature is expected to be 
9.3 K at z =  20, falling to 5.4 K at z =  15. The radiation temperature 
decreases more slowly owing to cosmological expansion, following 
T0(1 + z) with T0 =  2.725, and so is 57.2 K and 43.6 K at the same  
redshifts,  respectively. The spin temperature is initially coupled to the 
gas temperature as the gas cools below the radiation temperature, but 
eventually the decreasing density of the gas is insufficient to main-
tain this coupling and the spin temperature returns to the radiation 
temperature.
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Figure 2 | Best-fitting 21-cm absorption profiles for each hardware case. 
Each profile for the brightness temperature T21 is added to its residuals and 
plotted against the redshift z and the corresponding age of the Universe. 
The thick black line is the model fit for the hardware and analysis 
configuration with the highest signal-to-noise ratio (equal to 52; H2;  
see Methods), processed using 60–99 MHz and a four-term polynomial 
(see equation (2) in Methods) for the foreground model. The thin solid 
lines are the best fits from each of the other hardware configurations  
(H1, H3–H6). The dash-dotted line (P8), which extends to z >  26, is 
reproduced from Fig. 1e and uses the same data as for the thick black line 
(H2), but a different foreground model and the full frequency band.

Table 1 | Sensitivity to possible calibration errors

Error source
Estimated  
uncertainty

Modelled 
error level

Recovered  
amplitude (K)

LNA S11 magnitude 0.1 dB 1.0 dB 0.51
LNA S11 phase (delay) 20 ps 100 ps 0.48
Antenna S11 magnitude 0.02 dB 0.2 dB 0.50
Antenna S11 phase (delay) 20 ps 100 ps 0.48
No loss correction N/A N/A 0.51
No beam correction N/A N/A 0.48

The estimated uncertainty for each case is based on empirical values from laboratory 
 measurements and repeatability tests. Modelled error levels were chosen conservatively to 
be five and ten times larger than the estimated uncertainties for the phases and magnitudes, 
 respectively. LNA, low-noise amplifier; S11, input reflection coefficient; N/A, not applicable.

LETTERRESEARCH

Extended Data Figure 2 | Low-band antennas. a, The low-1 antenna 
with the 30 m ×  30 m mesh ground plane. The darker inner square is the 
original 10 m ×  10 m mesh. The control hut is 50 m from the antenna.  
b, A close view of the low-2 antenna. The two elevated metal panels form 

the dipole-based antenna and are supported by fibreglass legs. The balun 
consists of the two vertical brass tubes in the middle of the antenna. The 
balun shield is the shoebox-sized metal shroud around the bottom of the 
balun. The receiver is under the white metal platform and is not visible.

Wouthuysen-Field coupling of 21cm spin temperature and Lyman alpha radiation 
from first stars produces  21cm absorption of CMB

All-sky EDGES receiver detects surprisingly deep 21cm absorption over 15<z<20

EDGES experiment

Bowman et al 2018



Verifying the EDGES claim?
The EDGES claim has been disputed on two accounts

• The absorption dip is ~2 × deeper and broader than expected theoretically suggesting 
      either excess radio background or non-standard thermal history 
• Correction for foreground synchrotron and free-free radio emission (105 × stronger than the 

expected signal) may be incorrectly applied 

c.f. exchanges in Hills et al 2018 vs Bowman et al 2018

One independent radio telescope (SARS3) fails 
to reproduce the EDGES signal:

SARAS3 – S. India

Singh et al 2022

SARAS3

EDGES MHz



Redshift Frontier: Synopsis & Prospects
Census at z > 10:

- JWST has pushed the redshift frontier to z=14.1 (297 Myr after Big Bang)
- HST’s horizon was z=11.6 (UDF) (389 Myr)
- Pre-JWST had 1 z>10 spec-z (GN-z11); JWST has 25 (and rising e.g. CAPERS+Cy 4)
- Exploring 15<z<20 has failed to deliver credible candidates but areal coverage small
- Conceivably “cosmic dawn” is at z~15-20 (c.f. suggestions from age-dating @ z~9)

Pop III claims and recognising primordial galaxies

- Simulations suggest a true Pop III system is a very brief phase (~3-5 Myr)
- Examples of Pop III regions may be found mixed with Pop II (less interesting?)
- Burden-of-proof via He II/H and no metals would require very deep spectra
- Better to proceed statistically as well as utilise SKA 21cm absorption

What then?

• Primordial star clusters/massive stars may plausibly exist at earlier times
• Beyond JWST, possibly we can explore z > 20 for ionised regions with SKA-Low? 

Regardless of what transpires, the future is exciting!



Postscript

If you enjoyed the talk...consider my popular book for 
your students, parents and friends!


