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Figure 5. The contribution of halo anisotropy to various alignment correla-
tion functions. Upper: the absolute difference between the two-point mea-
surements made on the same simulation volume before and after halo sym-
metrisation. The solid lines show smooth power law fits to each residual.
Lower: The fractional residual between symmetrised and unsymmetrised
measurements, as estimated using power law fits to the residual and the
unsymmetrised correlation function. The difference is defined such that
f =(symmetrised-unsymmetrised)/unsymmetrised, and so positive values
indicate an increase in power at a particular scale relative to the idealised
treatment with perfect spherical symmetry.

complicated definition described. The results are shown by the pink
and green points (circles and filled diamonds) in Figure 6, which
quantify the difference in anisotropy bias when switching to the
modified analysis configuration.
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As is apparent here, neither choice has a significant impact on
our results. The reduced �

2 values, shown in each panel, give us
no reason to suspect the deviations from zero are anything more
systematic than statistical noise. We also test the impact of switch-
ing from the basic inertia tensor to a reduced version, wherein the
stellar particles used to compute the moments of a subhalo are
weighted by the centre of mass. This induces a more significant
difference, at the level of �f ⇠ �0.4. The interpretation of this re-
sult is, however, more ambiguous. Dividing by the radial distance
in effect imposes circular weighting, which will bias the resulting
projected ellipticity low. It is conceivable that a difference in the
relative importance of the wings of a galaxy relative to its core im-
pacts how strongly it is affected by symmetrisation. Differences in
the effective shape bias, however, will also produce such effects.
Without a quantification of the latter, there is no clear means to
disentangle the two.
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Figure 6. The change in the anisotropy bias in the four alignment corre-
lations discussed in this paper due to various analysis choices. The pink
points show the shift due to symmetrising satellite galaxies about the cen-
tral galaxy instead of the halo centre of mass. The filled green diamonds
show the impact of using a simple geometric definition for “central” galax-
ies, as opposed to the combined definition (c) in Section 2.3.2. The open
blue diamonds show the change induced by using ellipticities and orienta-
tions derived from the underlying dark matter subhalo of each galaxy in-
stead of the visible component. The reduced �2/⌫, where ⌫ = 5 is the
number of data points in the measurement, is shown in the legend for each
measurement. A small horizontal offset is applied to the points in each bin
aid visability.

4.2.2 Comparing MASSIVEBLACK-II & ILLUSTRIS

Though grouped under the umbrella term “hydrodynamical sim-
ulations”, the choices that go into building a dataset such as
MASSIVEBLACK-II can significantly affect its observable proper-
ties. A small handful of comparable simulations exist in the litera-
ture, most noteably HORIZON-AGN (Dubois et al. 2016), ILLUS-
TRIS (Vogelsberger et al. 2014), EAGLE (Schaye et al. 2015) and
COSMO-OWLS (Le Brun et al. 2014).

In the recent past a number of studies have set out to ex-
plore the behaviour of intrinsic alignment between galaxies in these
mock universes (see Codis et al. 2015a; Chisari et al. 2015; Vel-
liscig et al. 2015; Tenneti et al. 2016; Chisari et al. 2016) with
not entirely consistent results. Chisari et al. (2015), for example,
report a dual IA mechanism in early-type and late-type galaxies,
with the latter aligning tangentially about the former, and early-type
(spheroidal) galaxies tending to point towards each other. Address-
ing the same question using the public MASSIVEBLACK-II and
ILLUSTRIS data, however, Tenneti et al. (2016) find no such dual-
ity in either simulation. No conclusive answer has been provided as
to why these datasets disagree, although there has been speculation
(Chisari et al. 2016) that it is a product of differing prescriptions
for small scale baryonic physics. Similarly, it has been noted in
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Figure 5. The contribution of halo anisotropy to various alignment correla-
tion functions. Upper: the absolute difference between the two-point mea-
surements made on the same simulation volume before and after halo sym-
metrisation. The solid lines show smooth power law fits to each residual.
Lower: The fractional residual between symmetrised and unsymmetrised
measurements, as estimated using power law fits to the residual and the
unsymmetrised correlation function. The difference is defined such that
f =(symmetrised-unsymmetrised)/unsymmetrised, and so positive values
indicate an increase in power at a particular scale relative to the idealised
treatment with perfect spherical symmetry.

complicated definition described. The results are shown by the pink
and green points (circles and filled diamonds) in Figure 6, which
quantify the difference in anisotropy bias when switching to the
modified analysis configuration.
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As is apparent here, neither choice has a significant impact on
our results. The reduced �

2 values, shown in each panel, give us
no reason to suspect the deviations from zero are anything more
systematic than statistical noise. We also test the impact of switch-
ing from the basic inertia tensor to a reduced version, wherein the
stellar particles used to compute the moments of a subhalo are
weighted by the centre of mass. This induces a more significant
difference, at the level of �f ⇠ �0.4. The interpretation of this re-
sult is, however, more ambiguous. Dividing by the radial distance
in effect imposes circular weighting, which will bias the resulting
projected ellipticity low. It is conceivable that a difference in the
relative importance of the wings of a galaxy relative to its core im-
pacts how strongly it is affected by symmetrisation. Differences in
the effective shape bias, however, will also produce such effects.
Without a quantification of the latter, there is no clear means to
disentangle the two.
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Figure 6. The change in the anisotropy bias in the four alignment corre-
lations discussed in this paper due to various analysis choices. The pink
points show the shift due to symmetrising satellite galaxies about the cen-
tral galaxy instead of the halo centre of mass. The filled green diamonds
show the impact of using a simple geometric definition for “central” galax-
ies, as opposed to the combined definition (c) in Section 2.3.2. The open
blue diamonds show the change induced by using ellipticities and orienta-
tions derived from the underlying dark matter subhalo of each galaxy in-
stead of the visible component. The reduced �2/⌫, where ⌫ = 5 is the
number of data points in the measurement, is shown in the legend for each
measurement. A small horizontal offset is applied to the points in each bin
aid visability.

4.2.2 Comparing MASSIVEBLACK-II & ILLUSTRIS

Though grouped under the umbrella term “hydrodynamical sim-
ulations”, the choices that go into building a dataset such as
MASSIVEBLACK-II can significantly affect its observable proper-
ties. A small handful of comparable simulations exist in the litera-
ture, most noteably HORIZON-AGN (Dubois et al. 2016), ILLUS-
TRIS (Vogelsberger et al. 2014), EAGLE (Schaye et al. 2015) and
COSMO-OWLS (Le Brun et al. 2014).

In the recent past a number of studies have set out to ex-
plore the behaviour of intrinsic alignment between galaxies in these
mock universes (see Codis et al. 2015a; Chisari et al. 2015; Vel-
liscig et al. 2015; Tenneti et al. 2016; Chisari et al. 2016) with
not entirely consistent results. Chisari et al. (2015), for example,
report a dual IA mechanism in early-type and late-type galaxies,
with the latter aligning tangentially about the former, and early-type
(spheroidal) galaxies tending to point towards each other. Address-
ing the same question using the public MASSIVEBLACK-II and
ILLUSTRIS data, however, Tenneti et al. (2016) find no such dual-
ity in either simulation. No conclusive answer has been provided as
to why these datasets disagree, although there has been speculation
(Chisari et al. 2016) that it is a product of differing prescriptions
for small scale baryonic physics. Similarly, it has been noted in
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Matter overdensity ẟ

zfg

zbg

GI II

GG

Simple physical picture:
• Background galaxies on the 

same line of sight lensed by 
the same (or correlated) 
foreground matter 
à GG correlations

• Foreground galaxies’ shapes 
become correlated with the 
common background tidal 
field 
à II correlations

• Background galaxies lensed 
and foreground galaxies 
locally interact with matter 
overdensities
à GI correlations



The	Current	State	of	the	Field
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• Commonly used model based on linear galaxy alignments
• Observations show it works well on large scales and in 

low redshift, bright, red populations
• Small scale IAs relatively poorly understood
• Evidence to support extending to blue/faint/right 

redshift galaxies much weaker

Figure credits: Singh et al 2016 (left) & Tonegawa et al 2016 (right)



The	Current	State	of	the	Field
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• Modern studies of cosmic shear (including combined 

probes) MUST mitigate intrinsic alignments à ignoring 

them isn’t an option (see figure below)

• Several different methods have been proposed for 

mitigating IAs directly (see e.g. Joachimi & Schneider 2010, 

Yao et al 2018)

• Standard approach to model & marginalize - most 

commonly NLA (sometimes with redshift or luminosity 

power law)

Figure credit: Troxel et al 2017
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Results



Setup
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• Set out to test/constrain our current best IA modelling 
using DES Y1 data
à colour-split reanalysis of Y1 aimed at studying 

differences in intrinsic alignments (see SS et al 
https://arxiv.org/abs/1811.06989)

• Take main 3x2pt analysis (DES Collab. 2017, Krause et al 
2017) as baseline for analysis choices

• All results based on the Y1 Metacalibration cosmology 
sample (~26 M galaxies 
over 1321 sq. 
degrees at 
~5 gal/arcmin2)

Figure credit: Troxel et al 2017



Defining	‘Red’	&	‘Blue’
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• Catalogue-level split applied to source sample 
(lenses unsplit see Elvin-Poole et al 2017)

• Fiducial split based on best fitting SED type from 
BPZ (c.f. Heymans et al 2013)

• Global red fraction fR~0.18, declining at higher z

Early-Type

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8

Redshift z

Late-Type

Figure credit: Elvin-Poole et al 2017 (right)



Measurements
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• Measure red/blue shear & galaxy-galaxy lensing 
correlations

• Re-stack redshift distributions and recalibrate using 
COSMOS

• Recalibrate red/blue shapes after split
• Recompute covariance 

matrix (including non 
Gaussian contributions)
using new n(z) and 
no. densities



Fitting	the	NLA	Model
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• For baseline analysis use NLA + z power law (c.f. Troxel et 
al 2017, DES Collab. 2017)

• Blue galaxies consistent with zero alignments
• Red galaxies positively aligned at ~5σ 
• Tentative evidence of z dependence in red galaxies



Fitting	the	TATT	Model
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6 S. Samuroff et al

model of Blazek et al. (2017) combines alignment contributions
from tidal torquing (quadratic in the tidal field; thought to dominate
in blue galaxies) and from tidal alignments (linear in the tidal field;
dominant in red galaxies). In this model, the intrinsic galaxy shape
�I
ij can be expressed as an expansion in the tidal field sij and the

density field �, with the subscripts denoting components of spin-2
tensor quantities.

�I
ij = C

1

sij + C
2

✓
sikskj � 1

3

s2
◆

+ C
1� (�sij) + · · · (16)

In this expansion, C
1

captures the tidal alignment contribution.
Using the full nonlinear density field to calculate sij yields the
NLA model. C

2

captures the quadratic contribution from tidal
torquing.Finally, C

1� can be seen as a contribution from “density
weighting” the tidal alignment contribution: we only observe IA
where there are galaxies, which contributes this additional term
at next-to-leading order. While these coefficients can be associ-
ated with tidal alignment and tidal torquing mechanisms, as done
here, these can also be considered “effective” parameters captur-
ing any relevant astrophysical processes that produce IA with the
given dependence on cosmological fields.3 Furthermore, we note
that A

1

6= 0 can potentially arise from tidal torquing combined
with nonlinear structure growth (Larsen & Challinor 2016; Blazek
et al. 2017). Despite this potential complication, in the following
discussion we assume the standard mapping between these param-
eters and the underlying IA formation mechanisms.

As implemented in this work, this formalism has four ad-
justable parameters: an amplitude and a redshift power law gov-
erning each of the tidal alignment (C

1

) and tidal torque (C
2

) power
spectra. Following Blazek et al. (2017), we assume C

1� = bsrcg C
1

,
i.e. the density weighting is given by the bias of the source sample.
The source bias can be then either be fixed (as in Troxel et al. 2017,
which assumed bsrcg = 1), or marginalised over a plausible range of
values. For the main section of this paper we fix source bias. Note
that the model requires no explicit assumptions about the fraction
of red galaxies or its evolution with redshift. We have the following
parameterization:

C
1

(z) = �A
1

¯C
1

⇢
crit

⌦

m

D(z)

✓
1 + z

1 + z
0

◆⌘
1

(17)

for the tidal alignment part. For the tidal torque contribution,

C
2

(z) = 5A
2

¯C
1

⇢
crit

⌦

m

D2

(z)

✓
1 + z

1 + z
0

◆⌘
2

, (18)

with the four IA parameters p
IA

= (A
1

, ⌘
1

, A
2

, ⌘
2

).
The corresponding IA power spectra (GI and II) are k-

dependent functions derived from perturbation theory and are given
by integrals over the matter power spectrum; for the full expres-
sions and visual comparison see Blazek et al. (2017) Sections A-C.
These alignment power spectra define what we will refer to as the
‘Complete TATT’ model. We will also treat the pure tidal align-
ment and tidal torque scenarios as models in their own right (Table
1, penultimate and third from last rows).

3 This approach is general up to a given order in perturbation theory, al-
though one must in principle include additional contributions from higher
derivative terms, which become relevant at roughly the halo scale (e.g. Des-
jacques et al. 2018). As discussed in Blazek et al. (2017); Schmitz et al.
(2018), the TATT model used here is not fully general at next-to-leading
order, since it neglects two potential nonlinear contributions.

IA Model Free Parameters
No Alignments None
NLA (fiducial) A

IA

, ⌘
IA

Flexible NLA A(i), i 2 (1, 2, 3, 4)
NLA (separate GI + II) A

GI

, A
II

, ⌘
GI

, ⌘
II

Tidal Alignment A
1

Tidal Torque A
2

TATT A
1

, A
2

TATT (z power law) A
1

, A
2

, ⌘
1

, ⌘
2

Table 1. Summary of the intrinsic alignment models used in this paper.
The right-hand column shows the parameters varied under each model. In
principle the galaxy bias in the source population bsrcg also enters the TATT
model (both variants) and the TA models (Blazek et al. 2017) . Other than in
Appendix A, where we explicitly test its impact, however, we fix bsrcg = 1.

In the most naive theoretical picture of intrinsic alignments
galaxies are either pressure-supported ellipticals, whose shapes re-
spond linearly to the background tidal field, or rotation-dominated
spirals, whose alignment is quadratic in the tidal field. For com-
parison with previous theoretical studies we will, then, consider
TA and TT cases, with power spectra obtained from the equations
above, but with fixed amplitudes A

2

= 0 and A
1

= 0 respectively.
For computational reasons we assume negligible B-mode IA

contribution. These analysis choices have been tested and shown to
have no significant effect on our conclusions in Appendix A and
Appendix B.

The k dependent terms in these equations are computed using
the FAST-PT code (McEwen et al. 2016; Fang et al. 2017). For
both the mode-coupling integrals and the TATT model predictions,
we use code implementations within COSMOSIS, which are com-
mon to Troxel et al. 2017 and the forecasts in Blazek et al. 2017.

The intrinsic alignment models discussed in the above para-
graphs and their free parameters are summarised in Table 1. The
prescription referred to as the ‘Complete TATT Model’ in this
work, which includes C

1

and C
2

contributions and has fixed bsrcg =

1 is identical to the ‘Mixed Model’ of Troxel et al. 2017, the ‘Com-
plete Model’ (Section D) of Blazek et al. 2017 and the ‘TATT
Model’ of Dark Energy Survey Collaboration 2018a. It is worth
noting that Troxel et al. 2017 also present constraints with the base-
line and flexible NLA models, but with cosmic shear alone. Both
Troxel et al. (2017) and Dark Energy Survey Collaboration (2017)
opt to marginalise over the two-parameter NLA model as their fidu-
cial IA treatment; their headline cosmology constraints come from
such treatment.

2.2.5 Other Systematics

In addition to five cosmological parameters and the IA model pa-
rameters we marginalise over thirteen nuisance parameters. The
point here is to encapsulate residual systematic errors entering the
measurement due to a number of effects. Following Dark Energy
Survey Collaboration (2017), we marginalise over an offset in the
mean of the photometric redshift distributions in each of the four
lensing bins. At least in the context of 3 ⇥ 2pt cosmology at cur-
rent precision there is evidence in the literature that shifts in the
ensemble mean of the redshift distribution is the most salient form
of redshift error (see e.g. Figure 20 of Dark Energy Survey Col-
laboration 2017). This transforms the n(z) entering into equation
3 as ni

(z) ! ni
(z � �zi

), where �zi is the redshift error for
bin i. There is reason for caution here, however, particularly if one
wishes to draw conclusions about less well-understood effects such
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• Fit a more complex model, based on perturbation theory 
(see Blazek et al 2017)

• TATT model includes linear (tidal alignment) and quadratic 
(tidal torque) terms

• Negative A2 consistent with 
Troxel et al 2017



Including	Cross	Correlations
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!! !! ẟg!ẟg!!! ẟgẟg

With two colour samples (plus a lens catalogue) we can 
form six possible two-point correlations:

• Red-red and blue-blue correlations analysed (separately) 
in exclusive split chains

• Now we also include the red-blue shear-shear 
correlations ξ+/-

• Recompute covariance matrix for multicolour data



A	Simultaneous	Red/Blue	Analysis
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0

1

A
2

Early-Type (RR + BB + RB)

Late-Type (RR + BB + RB)

Early-Type (RR + BB)

Late-Type (RR + BB)

Early-Type (RR + BB)

Late-Type (RR + BB)

• Significant additional information on quadratic 
alignment amplitude in red-blue cross correlations

• Combined analysis suggests significant non-zero IA 
amplitudes in blue sample:
o Negative A2 (implies tangential 

alignment relative to
matter overdensities)

o Mild positive A1  
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• Switching NLA à TATT shifts S8 down in blue and 
unsplit samples

• For both IA modelling scenarios, switching from 
unsplit à simultaneous multicolour shifts S8 down by 
a similar increment
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• Presented a colour split analysis of DES Y1, in which we fit 

cosmology + IAs simultaneously on “red” and “blue” 3x2pt 

samples

• Cosmological results consistent with fiducial unsplit analysis 

(though we did see sub-sigma shifts)

• NLA fits suggest AIA=2.5 in red galaxies, consistent with zero in 

blue sample

• New constraints on extended IA model, with the first marginal 

detection of non-zero alignments in a sample of blue galaxies 



Thank	You!



Splitting	theDES Y1Metacal Catalogue
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• Selection effects handled naturally in fiducial shear 
catalogue

• Metacalibration works by remeasuring ellipticity on 
sheared copies of each galaxy (see Huff & Mandelbaum 
2017, Sheldon & Huff 2017)

• Each galaxy has an (albeit noisy) response component, due 
only to selection:

à Bias due to an additional selection (e.g. on colour) can be 
corrected if the selection can repeated on the sheared 
images



Analysis	Choices
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• Always vary 6 cosmological parameters + nuisance 
parameters

• Baseline priors unchanged relative to Krause et al 
2017


