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Primary anisotropies — Only one CMB sky
Planck Collaboration: Cosmological parameters
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Fig. 1. The Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency averaged
temperature spectrum computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters deter-
mined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm computed over 94% of the sky. The best-fit base ⇤CDM theoretical
spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� uncertainties.

sults to the likelihood methodology by developing several in-
dependent analysis pipelines. Some of these are described in
Planck Collaboration XI (2015). The most highly developed of
these are the CamSpec and revised Plik pipelines. For the
2015 Planck papers, the Plik pipeline was chosen as the base-
line. Column 6 of Table 1 lists the cosmological parameters for
base ⇤CDM determined from the Plik cross-half-mission like-
lihood, together with the lowP likelihood, applied to the 2015
full-mission data. The sky coverage used in this likelihood is
identical to that used for the CamSpec 2015F(CHM) likelihood.
However, the two likelihoods di↵er in the modelling of instru-
mental noise, Galactic dust, treatment of relative calibrations and
multipole limits applied to each spectrum.

As summarized in column 8 of Table 1, the Plik and
CamSpec parameters agree to within 0.2�, except for ns, which
di↵ers by nearly 0.5�. The di↵erence in ns is perhaps not sur-
prising, since this parameter is sensitive to small di↵erences in
the foreground modelling. Di↵erences in ns between Plik and
CamSpec are systematic and persist throughout the grid of ex-
tended ⇤CDM models discussed in Sect. 6. We emphasise that
the CamSpec and Plik likelihoods have been written indepen-
dently, though they are based on the same theoretical framework.
None of the conclusions in this paper (including those based on

the full “TT,TE,EE” likelihoods) would di↵er in any substantive
way had we chosen to use the CamSpec likelihood in place of
Plik. The overall shifts of parameters between the Plik 2015
likelihood and the published 2013 nominal mission parameters
are summarized in column 7 of Table 1. These shifts are within
0.71� except for the parameters ⌧ and Ase�2⌧ which are sen-
sitive to the low multipole polarization likelihood and absolute
calibration.

In summary, the Planck 2013 cosmological parameters were
pulled slightly towards lower H0 and ns by the ` ⇡ 1800 4-K line
systematic in the 217 ⇥ 217 cross-spectrum, but the net e↵ect of
this systematic is relatively small, leading to shifts of 0.5� or
less in cosmological parameters. Changes to the low level data
processing, beams, sky coverage, etc. and likelihood code also
produce shifts of typically 0.5� or less. The combined e↵ect of
these changes is to introduce parameter shifts relative to PCP13
of less than 0.71�, with the exception of ⌧ and Ase�2⌧. The main
scientific conclusions of PCP13 are therefore consistent with the
2015 Planck analysis.

Parameters for the base ⇤CDM cosmology derived from
full-mission DetSet, cross-year, or cross-half-mission spectra are
in extremely good agreement, demonstrating that residual (i.e.
uncorrected) cotemporal systematics are at low levels. This is
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Fig. 1. The Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency averaged
temperature spectrum computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters deter-
mined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm computed over 94% of the sky. The best-fit base ⇤CDM theoretical
spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� uncertainties.

sults to the likelihood methodology by developing several in-
dependent analysis pipelines. Some of these are described in
Planck Collaboration XI (2015). The most highly developed of
these are the CamSpec and revised Plik pipelines. For the
2015 Planck papers, the Plik pipeline was chosen as the base-
line. Column 6 of Table 1 lists the cosmological parameters for
base ⇤CDM determined from the Plik cross-half-mission like-
lihood, together with the lowP likelihood, applied to the 2015
full-mission data. The sky coverage used in this likelihood is
identical to that used for the CamSpec 2015F(CHM) likelihood.
However, the two likelihoods di↵er in the modelling of instru-
mental noise, Galactic dust, treatment of relative calibrations and
multipole limits applied to each spectrum.

As summarized in column 8 of Table 1, the Plik and
CamSpec parameters agree to within 0.2�, except for ns, which
di↵ers by nearly 0.5�. The di↵erence in ns is perhaps not sur-
prising, since this parameter is sensitive to small di↵erences in
the foreground modelling. Di↵erences in ns between Plik and
CamSpec are systematic and persist throughout the grid of ex-
tended ⇤CDM models discussed in Sect. 6. We emphasise that
the CamSpec and Plik likelihoods have been written indepen-
dently, though they are based on the same theoretical framework.
None of the conclusions in this paper (including those based on

the full “TT,TE,EE” likelihoods) would di↵er in any substantive
way had we chosen to use the CamSpec likelihood in place of
Plik. The overall shifts of parameters between the Plik 2015
likelihood and the published 2013 nominal mission parameters
are summarized in column 7 of Table 1. These shifts are within
0.71� except for the parameters ⌧ and Ase�2⌧ which are sen-
sitive to the low multipole polarization likelihood and absolute
calibration.

In summary, the Planck 2013 cosmological parameters were
pulled slightly towards lower H0 and ns by the ` ⇡ 1800 4-K line
systematic in the 217 ⇥ 217 cross-spectrum, but the net e↵ect of
this systematic is relatively small, leading to shifts of 0.5� or
less in cosmological parameters. Changes to the low level data
processing, beams, sky coverage, etc. and likelihood code also
produce shifts of typically 0.5� or less. The combined e↵ect of
these changes is to introduce parameter shifts relative to PCP13
of less than 0.71�, with the exception of ⌧ and Ase�2⌧. The main
scientific conclusions of PCP13 are therefore consistent with the
2015 Planck analysis.

Parameters for the base ⇤CDM cosmology derived from
full-mission DetSet, cross-year, or cross-half-mission spectra are
in extremely good agreement, demonstrating that residual (i.e.
uncorrected) cotemporal systematics are at low levels. This is

8

co
m

pr
es

si
on

ra
re

fa
ct

io
n
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baryon loading

radiation driving

Silk damping

primordial 
fluctuations

acoustic oscillations

• Linear physics: acoustic waves 

• Gaussian statistics (<~10-3 from Planck) 

• Primary anisotropies measured to ~ cosmic variance with Planck 
(But number of relat. species, primordial gravitational waves…)



Large-scale structure: Tantalus’s ordeal

Gigantic statistical power, but… 
Nmodes ∝ (kmax/kmin)3 versus (lmax/lmin)2 

Non-linear physics 
larger perturbations but harder to predict 

Non-Gaussian statistics  
larger Shannon info but harder to extract 

Complex baryonic effects  
biasing, star formation and feedback 

Complex observables 
often systematics-limited



Statistics: Non-Gaussian covariances 
for n-point functions and halo counts 
 ES Takada Spergel 14, PRD, 1406.3330
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Figure 12. Left panel: Relative difference between the non-linear power spectrum from the simulation
and from LPT (Zel’dovich approximation, 1 and 2-loop) and EFT (1-loop). The 1% error domain is
the shaded grey band. The maximum wave vector with accuracy of 1% is improved by a factor of
three from 1-loop LPT to 1-loop EFT, from 0.05 h/Mpc to 0.15 h/Mpc. The 2-loop LPT worsens
the agreement to simulation, compared to 1-loop LPT. The shaded magenta region indicates the
scatter we would get due to cosmic variance without the LPT calculation on the simulation grid:
this measurement has negligible cosmic variance. Right panel: Power spectrum of the error on the
displacement field. Adding the second and third order to the first order displacement improves the
agreement at the level of the displacement field on large scales (k . 0.1hMpc�1). Including the EFT
counterterm at 1-loop further improves the agreement, by correcting the UV mistake in �3. However,
going up to fifth order in LPT worsens the agreement, as expected for an asymptotic series, because
of the UV mistake that is not corrected by EFT counterterms.

3.4 Relative importance of the various EFT terms

As Fig. 12 shows, the EFT provides a good fit not only to the non-linear power spectrum,
but also to the displacement field itself. However, in the case of the EFT power spectrum,
the contribution from �

(2) (i.e. the term P22) is negligible compared to the contribution from
�

(3) (i.e. the term P13). One might therefore wonder about the relative importance of the
non-linear terms �

(2), �

(3), ↵k

2
�

(1) present in the EFT model: do they contribute equally?
Is the second order displacement �

(2) helping at all in the agreement with simulation?
The answer to these questions can be visualized as follows. The displacement fields

�

nl

, �

(1), �

(2), �

(3) are functions of the wave vector k, i.e., they are defined for each of the
N

modes

modes in our simulation box. They can thus be understood as very high dimensional
vectors (�(k

i

))
i=1,...,N

modes

. We can then interpret h�
a

|�
b

i ⌘ h�?

a

�

b

i as a scalar product and
h|�

a

|2i as the corresponding squared norm on this vector space. Intuitively, with this scalar
product, two displacement fields are aligned if they are perfectly correlated, and orthogonal if
they are completely uncorrelated. This allows a graphical representation of the displacement
fields on the basis

�
�

(1)
, �

(2)
, �

(3)
�

of the LPT terms. This basis is not orthogonal (e.g.
h�(1)|�(3)i 6= 0), so we shall instead use the orthonormal basis

�
�

(1)?
, �

(2)?
, �

(3)?�
, deduced

from
�
�

(1)
, �

(2)
, �

(3)
�

through the Gram-Schmidt orthogonalization process. Fig. 13 shows
the graphical representation of the EFT terms as well as the non-linear displacement. Fig. 13
makes it visible that the contribution of �

(2) to reducing the error �

error

is more important
than that of �

(3), as one would expect for a well-behaved expansion. It also shows that even
though �

(3) is a smaller term than �

(2) (i.e. ||�(3)|| =
p

P33 <

p
P22 = ||�(2)||), it brings a

larger contribution to the non-linear power spectrum, because it is more “aligned” with �

(1)
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Non-linearities: EFT of the  
large-scale structures 

Baldauf ES Zaldarriaga 15a,b, JCAP, 1505.07098, 1507.01583 

Baryons: First detection of the 
<PLyακCMB> bispectrum 
Doux ES+14, PRD?, 1607.03625

PLy↵ CMB

Not this talk…

Please come talk to me!

http://arxiv.org/abs/1505.07098
http://arxiv.org/abs/1507.01583




Looking through the same lens:  
Shear calibration with CMB lensing
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今城 洋亮 いまぎ・ようすけ　専門分野：数学
博士研究員

私は微分幾何、特にスペシャルラグランジュ部分多
様体を研究しています。例えば、4次元ヤン・ミルズ
インスタントンや擬正則曲線については特異点の振舞
が既に良く分かっており、それらのモジュライ空間を
コンパクト化して色々なことに応用する、ということ
が数学でも物理でもよく見られます。同様のことをス
ペシャルラグランジュ部分多様体にも行いたいのです
が、スペシャルラグランジュ部分多様体は4次元イン
スタントンや擬正則曲線よりも （特異点の解析が） 本質

的に難しく、今のところモジュライ空間の「良い」コ
ンパクト化はできていません。私は幾何学的測度論や
ラグランジァンフレアー理論を使いながら「単純」な
特異点の構造を詳しく調べています。

私は、現在観測されている宇宙の加速膨張が基礎的
な物理法則にどのような示唆を与えるのかということ
に興味があります。今までは望遠鏡で撮像した画像の
解析を通して、弱重力レンズ効果から宇宙の質量分布
を明らかにする研究を行ってきました。Kavli IPMUでは、
2014年3月から始まったHyper Suprime-Camサーベ
イで得られるデータを通して、より広い範囲で宇宙の

質量分布を測定し、そこから暗黒エネルギーの性質に
制限を付けることや重力理論を検証することを目指し
ます。

宮武 広直 みやたけ・ひろなお　専門分野：宇宙論
博士研究員

クリストフ・ブローナー Christophe Bronner　専門分野：実験物理学

博士研究員

私はニュートリノの実験的研究、特にニュートリノ
振動現象に焦点を当てて研究を行っています。この現象
では、あるフレーバーで生成されたニュートリノが、そ
の後別のフレーバーのニュートリノとして反応し、観
測されることが可能になります。また、この現象はCP
対称性を破るかもしれません。その場合、ニュートリノ
と反ニュートリノが異なる振動を示すことになります。
これまで、私は大部分T2K （Tokai to Kamioka） 実験

において研究を行ってきました。この実験では、ニュー
トリノ振動を研究するため、茨城県東海村の大強度陽

子加速器施設 J-PARCで生成されたミューニュートリノ
ビームが岐阜県神岡のスーパーカミオカンデに向けて
発射されます。私は、これまで、前置検出器の建設と
運用、およびニュートリノ振動を記述するPMNS （ポン
テコルボ-牧-中川-坂田） 模型のパラメーターを決定す
るための T2K実験のデータ解析を行ってきました。

Tim EiflerElisabeth Krause

Hironao Miyatake David SpergelJason RhodesOlivier Doré

arXiv:1607.01761

http://arxiv.org/abs/1607.01761


shear ~1% shape ~20%perfect disk

SDSS J103842.59+484917.7, Hubble image

Weak gravitational lensing
2

Fig. 1.— An exaggerated example of the lensing effect on a 10◦ × 10◦ field. Top: (left-to-right) unlensed temperature field, unlensed
E-polarization field, spherically symmetric deflection field d(n). Bottom: (left-to-right) lensed temperature field, lensed E-polarization field,
lensed B-polarization field. The scale for the polarization and temperature fields differ by a factor of 10.

gravitational waves.

2. LENSING

Weak lensing by the large-scale structure of the Universe
remaps the primary temperature field Θ(n̂) = ∆T (n̂)/T
and dimensionless Stokes parameters Q(n̂) and U(n̂) as
(Blanchard & Schneider 1987; Bernardeau 1997; Zaldar-
riaga & Seljak 1998)

Θ(n̂) = Θ̃(n̂ + d(n̂)) , (1)

[Q ± iU ](n̂) = [Q̃ ± iŨ ](n̂ + d(n̂)) ,

where n̂ is the direction on the sky, tildes denote the un-
lensed field, and d(n̂) is the deflection angle. It is related
to the line of sight projection of the gravitational potential
Ψ(x, D) as d = ∇φ,

φ(n̂) = −2

∫

dD
(Ds − D)

D Ds
Ψ(Dn̂, D) , (2)

where D is the comoving distance along the line of sight in
the assumed flat cosmology and Ds denotes the distance to
the last-scattering surface. In the fiducial cosmology the
rms deflection is 2.6′ but its coherence is several degrees.

We will work mainly in harmonic space and consider suf-
ficiently small sections of the sky such that spherical har-
monic moments of order (l, m) may be replaced by plane
waves of wavevector l. The all-sky generalization will be

presented in a separate work (Okamoto & Hu, in prep).
In this case, the temperature, polarization, and potential
fields may be decomposed as

Θ(n̂) =

∫

d2l

(2π)2
Θ(l)eil·n̂ , (3)

[Q ± iU ](n̂) = −
∫

d2l

(2π)2
[E(l) ± iB(l)]e±2iϕleil·n̂ ,

φ(n̂) =

∫

d2L

(2π)2
φ(L)eiL·n̂ ,

where ϕl = cos−1(x̂ · l̂). Lensing changes the Fourier mo-
ments by (Hu 2000b)

δΘ(l) =

∫

d2l′

(2π)2
Θ̃(l′)W (l′,L) , (4)

δE(l) =

∫

d2l′

(2π)2

[

Ẽ(l′) cos 2ϕl′l − B̃(l′) sin 2ϕl′l

]

W (l′,L) ,

δB(l) =

∫

d2l′

(2π)2

[

B̃(l′) cos 2ϕl′l + Ẽ(l′) sin 2ϕl′l

]

W (l′,L) ,

where ϕl′l ≡ ϕl′ − ϕl, L = l − l′, and

W (l,L) = −[l · L]φ(L) . (5)

Here δΘ = Θ − Θ̃ for example. In Fig. 1, we show a toy
example of the effect of lensing on the temperature and po-
larization fields (see also Benabed et al. 2001). The effect

10˚x10˚

Hu Okamoto 02

Galaxy lensing 

 
 
→ SNR~5% for one galaxy, 
     SNR~103 with 109 galaxies 

CMB lensing 
Arcmin deflections, coherent on degree scale  
Smoothed peaks, extra power, E→B, correlates 
modes 

Complementary with clustering 
geometry+growth 
tests of GR: Ψ+Φ versus Φ 
probes all the mass  
biasing issue



certainties in the calculation of the predicted selection
bias described above that may be at the ⇠ 3% level.

8.6.2. Differential shear correlations

The two-point shear correlation function is much
more sensitive to additive shear errors than the tangen-
tial shear, as mentioned above; it would be difficult to
disentangle multiplicative and additive errors in a ratio
test. Even in the absence of additive errors, the ratio
of shear correlation functions is much noisier than the
ratio of tangential shears, making it a less stringent test
of calibration.

For these reasons, we instead use the two point
function of the difference in the shear estimates from
NGMIX and IM3SHAPE to compare the shear catalogs:

⇠

+,�e

(✓) = h(eNGMIX(x) � eIM3SHAPE(x))⇤

(eNGMIX(x + ✓) � eIM3SHAPE(x + ✓))i.
(8-7)

Consider the following model for the additive sys-
tematic errors in each catalog (labeled i here):

e

i

= (1 + m

i

)� + ⌘

i

+ a

i

c

common

+ c

i

, (8-8)

where m

i

is the calibration error, ⌘

i

is the noise in the
estimate, c

common

includes any additive systematic er-
rors present in both catalogs, possibly multiplied by
different coefficients a

i

, and c

i

is the additive error par-
ticular to each catalog.

By construction, the additive bias terms in equa-
tion 8-8 are independent. If we further make the as-
sumption that the systematic errors are uncorrelated
with the applied shear and the noise, and that m and
c are uncorrelated, we find that

⇠

+,�e

(✓) = (�m)2⇠
+

(✓)

+ (�a)2hc⇤
common

c

common

i(✓)

+ hc

⇤
NGMIXcNGMIXi(✓)

+ hc

⇤
IM3SHAPEcIM3SHAPE i(✓). (8-9)

This test is sensitive to the spatial correlations of the
systematic errors in either catalog, but particularly to
additive errors, rather than multiplicative. The (�m)2

factor for the multiplicative term typically makes this
term insignificant.

There is one subtlety in the construction of this test.
As we found in §8.6.1, the act of matching the two cat-
alogs can induce selection biases that are not present in
either catalog separately when using its own individual

100 101 102

� (arcmin)

10�7

10�6

10�5

� +
�

e(
�)

Fig. 27.— The shear auto-correlation function of
the difference in shear estimates of NGMIX and
IM3SHAPE. This test shows the level of additive sys-
tematic errors that may still be present in one catalog
that is not present in the other. The yellow band is the
requirement, �⇠

max

+

from Figure 3.

selection criteria. In this case, the salient selection ef-
fects are a spurious PSF leakage ↵ and an overall mean
hci that can be induced by the match.

The estimated value of ↵ for NGMIX changes by
less than 0.1% on the matched catalog relative to the
full NGMIX catalog. But for IM3SHAPE, the match-
ing changes ↵ by �1.5%. Therefore, to make this a
fair test of the additive systematic errors, we add back
0.015⇥ePSF to the IM3SHAPE galaxy shapes to account
for this selection effect.20

Even after correcting for this, we also find that the
mean shear changes by (3.9+2.2i)⇥10�4 for NGMIX
and by (2.0� 3.0i)⇥ 10�4 for IM3SHAPE. We ascribe
these changes in the mean to be due to selection biases
from the matching itself, leading to a spurious overall
hci for each catalog. We thus subtract these values as
well from the shape estimates in each catalog.

Figure 27 shows the resulting correlation function
(equation 8-7) after subtracting these selection biases.
For the weights, we use w =

p

wNGMIX ⇥ wIM3SHAPE.
The yellow band is our requirement for additive sys-
tematic errors from equation 3-12. We see that at
scales less than 3 arcminutes we are not quite meeting
the requirements. Either one or both catalogs appar-
ently have non-negligible additive systematic errors at
these scales. We recommend that science applications

20We also subtract the corresponding value for NGMIX, although it
makes no discernible difference.
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Jarvis+15

Shear calibration: the case for redundancy
< e >= (1 +m) �true + ↵ ePSF + c Heymans+06 

Taylor Kitching 16

Scary: m(z) degenerate with growth, hence dark energy EOS 

“Required” for LSST: < 0.5% (Huterer+06, Massey+12, Schaan+16) 

Image simulations: 3-5% DES (Jarvis+15), 1% KiDS (Fenech-Conti+16) 

Difficult: 
- Noise/Model biases 

- Selection bias: simulate below  
the detection limit (Hoekstra+15) 

- Mode coupling: simulate below  
the image resolution 

- PSF size error 

 
➞ Redundancy is valuable



3. CROSS CORRELATIONS WITH CMB LENSING 7

Figure 1.5. Redshift kernel for CMB lensing (blue solid) and for cosmic
shear with LSST (red solid), together with the expected redshift distribution
of LSST galaxies (red dashed) and the CMB source redshift (blue dashed).

ter structure also contributes to the CMB lensing potential. Cross-correlating
galaxy density distributions with CMB lensing is thus a powerful probe of struc-
ture and is highly complementary to galaxy clustering measurements. Galaxy
surveys measure luminous matter while CMB lensing maps directly probe the
underlying dark matter structure. Thus these cross-correlations provide a clean
measurement of the relation between luminous matter and dark matter. Cross-
correlations between independent surveys are also more robust against details
of selection functions or spatially inhomogeneous noise that could add spurious
power to auto-correlations. Additionally, while CMB lensing maps are projected
along the line-of-sight, galaxy redshift surveys provide information about the
line-of-sight distance; thus cross-correlating redshift slices of galaxy populations
allows for tomographic analysis of the CMB lensing signal (see, e.g., SPT/DES
2015, Miyatake+2016). These benefits can lead to improved constraints on cos-
mology: for example, with LSST galaxies, it has been shown that including
cross-correlation with CMB lensing can substantially improve constraints on
neutrino masses (Pearson & Zahn 2013).

CMB lensing was first detected using such a cross-correlation (Smith+ 2007,
Hirata+ 2008). Since these first detections, cross-correlation analyses have
been performed with tracers at many wavelengths, including optically-selected
sources (Bleem+ 2012, Sherwin+ 2012, Planck 2013 XVII, SPT/DES 2015,
Pullen+ 2014), infrared-selected sources (Bleem+ 2012, Geach+ 2013, DiPom-
peo 2015), X-ray-selected galaxy clusters (Planck 2013 XVIII), sub-mm-selected
galaxies (Bianchini+ 2014,2015) and maps of flux from unresolved dusty star-
forming galaxies (Holder+ 2013, Hanson+ 2013, Planck 2013 XVIII, van Enge-
len+ 2015).

These cross-correlations between CMB lensing and galaxy clustering have al-
ready been used to test key predictions of general relativity, such as the growth
of structure (SPT/DES 2015) as a function of cosmic time, and the relation be-
tween curvature fluctuations and velocity perturbations (Pullen+ 2015). Cross-
correlations using CMB-S4 lensing data will enable percent level tests of general
relativity on cosmological scales.

z

Shear calibration with CMB lensing

Madhavacheril, CMB S4 science book

Principle: 
Vallinotto12,13, Das+13  
κgal ~ (1+m) σ8 
κCMB ~ σ8 

Value: 
Purely empirical, self-calibration  
No assumption on galaxy population/morphologies 

Just the beginning! 
Liu+16, Baxter+16, Miyatake Madhavacheril+16, Singh+16 
~10-20% calibration, (mostly) fixed cosmology & nuisances 

Questions: 
Competitive with image simulations / requirements?  
Varying cosmology & nuisance? 
Robustness to photo-z, IA? 
What combination is best?



Sources (mi, Δzi, σz)

Lenses x10 (bi, Δzi, σz)

18,000 deg2, 26 sources/arcmin2, 0.25 lenses/arcmin2, shape noise = 0.26  
σz/(1+z) = 5% for sources, known to 0.2% for sources 
σz/(1+z) = 1% for lenses, known to 0.06% for lenses

8.4m telescope in Chile 

Survey starts 2022-23 

~ half the sky 

Sources: 26 arcmin-2 

Lenses: redmagic-like

LSST Project Office



CMB Stage 4
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Stage 4: ~500,000 detectors 

Beam: 1’ 

Sensitivity: 1μK’ 

lmin=30, 

lmax,T=3000, lmax,E,B=5000  
Foreground cleaned input map  
Assumed no systematics



Forecast

• Data: all combinations of {g, κgal, κCMB} 

• Constrain: cosmology, bi, mi, Δzi, σz 
No prior on bi , mi. Priors on Δzi, σz. 

• Realistic/conservative:  
Full non-Gaussian covariances 
Explore likelihood with MCMC 

• Built on CosmoLike (Eifler Krause+14) 
Extended to include CMB lensing  
Soon to be public!
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Shear alone/LSST alone:  
Self-calibration to ~2%  
Relies on mildly non-linear scales
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Lensing-lensing correlations: 
- requires auto spectra  
- IA always present 
- fixed angular scale ← arbitrary small physical scales 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Tracer-lensing correlations:  
+ no lensing auto  
+ fairly insensitive to cosmology (distance ratios) 
+ no IA if perfect photo-z 
+ fixed angular scale ← not arbitrary small physical scales
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LSST full & CMB S4 lensing
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CMB S4 lensing can calibrate the shear ~ requirements 
while varying cosmo & nuisance params 
better at high z where most challenging  
purely empirical, self-calibration

} with κCMB

} no κCMB



Robustness

• IA contamination: 
Unaccounted IA in the data produce <1σ bias in mi, 
without mitigation 

• Non-linearities/baryons: 
Varying lmax beyond 1000 does not affect mi much 

• Wider photo-z errors: 
Weakening prior on photo-z only weakens mi constraints 
in the lower z-bins 

• CMB S4 specs: 
mi constraints are sensitive to noise, but not much to lmax 
or resolution 
→ possible with AdvACT, SPT-3G



Summary: Shear calibration with CMB lensing  
arXiv:1607.01761

• CMB S4 lensing can constrain the shear bias to 0.5% 
~ LSST requirements 

• Purely empirical, self-calibration, no assumption on 
galaxy population/morphologies 

• Works best at high z where most difficult 

• Possible with AdvACT, SPT-3G, Simons Observatory 

• Robust to IA, photo-z degradation, non-linearities & 
baryons, CMB S4 specs 

• In the works: “delensing” with CIB, iterative 
reconstruction, photo-z outliers, correlated mi

http://arxiv.org/abs/1607.01761
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Figure 3. Fraction of the stellar mass found in the BCG+ ICL component as
a function of cluster mass M500. The upper panel shows the values obtained
from our radiative runs without AGN feedback, the CSF runs, while the
lower panel displays the results obtained from our runs including AGN. We
compare our results with the observed BCG+ ICL luminosity fractions from
Gonzalez et al. (2007).

also Kravtsov et al. 2005; Fabjan et al. 2010; Puchwein et al. 2010;
McCarthy et al. 2011; Young et al. 2011; Sembolini et al. 2013), by
an amount which is more pronounced in poor clusters and groups.
As for the effect of including different feedback mechanisms, a
comparison between our simulations with and without AGN feed-
back shows that the two feedback schemes predict rather similar

Figure 4. Gas mass fraction as a function of cluster massM500. Results from
our NR, CSF and AGN runs are represented by black circles, blue triangles and
red stars, respectively. We compare our results with two different observa-
tional samples: a combined sample of 41 clusters and groups from Vikhlinin
et al. (2006), Arnaud et al. (2007) and Sun et al. (2009) (V06+APP07+ S09),
shown as the orange region, and the sample obtained from the combination
of the data by Zhang et al. (2011) and Sun et al. (2009) (Z11+ S09), shown
as the green area (see Table 1). The horizontal continuous line marks the
cosmic value of the baryon mass fraction assumed in our simulations.

values of the gas fraction at the mass scale of groups while sim-
ulations including AGN feedback predict slightly more gas within
large clusters. Clearly, the similar values of fg in groups do not imply
that feedback does not have any effect on such systems. In fact, a
comparison with Figs 1 and 2 highlights that AGN feedback tends
to remove baryons from the potential wells of galaxy groups. At the
same time, suppression of star formation partially prevents removal
of gas from the hot diffuse phase within R500, thereby acting as a
compensating effect such that the resulting gas fraction turns out
to be similar for the two feedback schemes. As for higher mass
haloes, AGN feedback becomes less efÀFLHQt in removing baryons
from haloes (see also Fig. 1), so that suppression of star formation
causes a slightly larger fraction of baryons to remain in the diffuse
phase, so that fg in this case increases as a result of a more efÀ�
cient feedback. This differential effect of AGN feedback in low-
and high-mass haloes is generally quite weak, although it goes in
the direction of better reproducing the observed trend of fg with halo
mass.

From the analysis of Fig. 4 we conclude that, in general, our
results on the values of fg, especially at the scale of rich clusters,
are in better agreement with the observational results obtained by
Vikhlinin et al. (2006), Arnaud et al. (2007), Sun et al. (2009) and
Zhang et al. (2011) when AGN feedback is included.

4 CALIBRATION OF THE BARYONIC BIAS

After having compared simulation results on the different baryonic
components with observational data, in this section we use our
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Figure 7. Comparison at z = 0 between the cumulative gas mass fraction
SURÀOHV� fg(< r)� for the clusters within each of the physical schemes adopted
in our simulations and the observational data from Pratt et al. (2010). The
simulated radial SURÀOHs are computed out to 4R500 for the subsample of
massive clusters withM500 > 2 × 1014 h− 1 M . 3URÀOHs for the NR� CSF and
AGN simulations are shown with the continuous black� dashed–dot blue and
long-dashed red lines� respectively. For each model� dotted lines around the
mean SURÀOHs indicate the region corresponding to 1σ standard deviation
around the mean. Dashed lines in orange and green stand for the sample
of NCC and CC systems from Pratt et al. (2010). The horizontal dotted
line marks the cosmic value of the baryon mass fraction assumed in our
simulations.

with the weights of the data points reported in Table 2 provided by
their corresponding intrinsic scatter.

In Table 3 we report the EHVW�ÀWWLQg values of these parameters
obtained for each simulation set� within different radii of LQWHUHVW�
from R2500 out to the virial radius Rvir.

The results displayed in Fig. 8 show that� independently of the
considered radius or physics� the baryon depletion factor does not
evolve VLJQLÀFDQWOy with redshift� at least since z = 1. Within R2500
(right-hand panel) the dissipative action of radiative cooling in the

CSF runs slightly increases the average value of Yb with respect to
the AGN simulations� bringing it very close or even above to that
of the non-radiative simulations� with Yb 0.85� constant across
the considered redshift range. On the other hand� the presence of
AGN feedback is effective in preventing gas from accreting on to
the central regions� thus decreasing the baryons fraction to Yb
0.80� also independent of redshift.

As for results at R500� we ÀQd a smaller scatter and much better
agreement among the different physical models� thus highlighting
that the different physical descriptions of the ICM have a negligible
impact on the total amount of baryons at such larger clustercentric
radii. At such radii� we ÀQG Yb 0.85 virtually independent of
redshift� with some departure for the AGN simulations at z = ��
probably due to the limited statistics of massive clusters at the
highest considered redshift. Therefore� D sizeable decrease in the
baryon fraction when moving inwards to R2500 is detected when
including the more realistic feedback scheme based on the effect of
AGN.

As for the gas mass fraction� the inclusion of radiative physics de-
creases its value with respect to the non-radiative simulations� both
at R2500 and at R500. As expected� this decrease is more pronounced
at smaller radii and for the simulations only including the effect
of SN feedback. As for the AGN simulations� we ÀQG Yg 0.5–0.6
withinR2500� quite independent of redshift�with a VLJQLÀFDQt scatter�
σYg 0.1� over the whole range of redshift. This value increases to
Yg 0.6–0.7 within R500� also nearly constant in redshift� but with a
reduced intrinsic scatter of σYg 0.05. The behaviour obtained for
the CSF simulations is pretty similar but with lower values for the gas
fraction: within R2500� Yg 0.5� whereas it is Yg 0.6–0.7 at R500.
Quite remarkably� in all cases such values are nearly independent
of redshift.

In general� our results for the NR case are in agreement with those
from non-radiative simulations presented by Eke et al. (1998) and
Ettori et al. (2006)� both based on SPH simulations� while they are
slightly� but systematically� lower by about 5 per cent than those
obtained by Kravtsov et al. (2005) from AMR simulations. Although
this difference is quite small� it is still comparable to� or larger
than� the difference induced by the presence of different physical
processes in simulations. Although it remains to be seen whether
such a difference between predictions of SPH and AMR codes persists
when including radiative physics� its presence warns on the need of

Figure 8. The redshift dependence of the mean values of gas depletion Yg (triangles) and baryon depletion Yb (circles)� computed at R500 (left-hand panel)
and R2500 (right-hand panel)� for all clusters that at each redshift have mass M500 > 2 × 1014 h− 1 M . In each panel� continuous black� dashed–dot blue and
long-dashed red lines stand for the NR� CSF and AGN simulation sets� respectively. These lines have been slightly displaced along the x-axis to avoid overlapping
among them. Error bars represent 1σ intrinsic scatter computed over all simulated clusters.
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Detection methods
The Astrophysical Journal, 778:52 (20pp), 2013 November 20 Sayers et al.
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Figure 1. False-color composite image of MACS J0717.5+3745 with the lensing
results of Limousin et al. (2012) in blue, the Hubble Space Telescope image using
the F814W filter in green, and the Chandra X-ray image in red. The blue contours
show the Limousin et al. (2012) result on a linear scale, and clearly indicate the
four sub-clusters labeled A through D, with white Xs marking the sub-cluster
positions determined by Ma et al. (2009) from the galaxy distribution.
(A color version of this figure is available in the online journal.)

sub-cluster C to be the most massive system, and Ma et al.
(2009) determined that sub-cluster C is probably the highly
disturbed core of the main system. Sub-clusters B and D are
assumed to be relatively intact cores of systems that are merging
along a direction close to the line-of-sight. In particular, sub-
cluster B is coincident with an X-ray temperature that is colder
than the surrounding regions, indicating that its core has not
been highly disrupted by the merger. From the spectroscopic
data, Ma et al. (2009) found that sub-cluster B has a line-
of-sight velocity that differs from the other components by
approximately 3000 km s−1. Further indications of this large
line-of-sight velocity for sub-cluster B were presented in M12,
who found a similar best-fit velocity by using X-ray and SZ
measurements to constrain the kinetic SZ signal toward that
sub-cluster, although the statistical significance of their kinetic
SZ constraint on the velocity is modest (≃2σ ). This wide range
of observational data toward MACS J0717.5+3745 is therefore
converging to what appears to be a coherent picture of this
complex system.

4. DATA REDUCTION

4.1. Bolocam

We observed MACS J0717.5+3745 with Bolocam from the
Caltech Submillimeter Observatory (CSO) for a total of 12.5 hr
at 140 GHz and for a total of 27.3 hr at 268 GHz, where
the effective band centers are quoted for a CMB spectrum.
Compared to the previous Bolocam analysis presented in M12,
this represents an additional 19.3 hr of data collected at 268 GHz
in 2012 December. In contrast to the original 8.0 hr of 268 GHz
integration used in M12, much of which was collected in
poor observing conditions with a 225 GHz optical depth
τ225 > 0.10, most of the additional 19.3 hr of 268 GHz
integration was obtained with τ225 ≃ 0.05. This additional data
was therefore collected during the lowest opacity conditions
generally available from the CSO.

The Bolocam instrument has an 8′ diameter circular field of
view (FOV), and point-spread functions (PSFs) that are approx-
imately Gaussian with full widths at half-maximums (FWHMs)
equal to 58′′ and 31′′ at 140 and 268 GHz, respectively (Glenn
et al. 2002; Haig et al. 2004). All of our Bolocam observations
of MACS J0717.5+3745 involved scanning the CSO in a Lis-
sajous pattern with an rms velocity of approximately 4′ s−1.
The details of our data reduction are given elsewhere (Sayers
et al. 2011; M12), and we briefly summarize our procedure
below.

First, we obtain pointing corrections accurate to 5′′ using
frequent observations of nearby quasars, and obtain an absolute
flux calibration accurate to 5% and 10% at 140 and 268 GHz,
respectively, using observations of Uranus and Neptune (Griffin
& Orton 1993; Sayers et al. 2012). We note that Hasselfield
et al. (2013) recently determined the brightness temperature of
Uranus to be 106.7±2.2 K at 149 GHz using ACT observations
calibrated against the primary CMB anisotropies measured by
the WMAP satellite. Also, Planck Collaboration et al. (2013a)
recently determined the brightness temperature of Uranus to be
108.4±2.9 K at 143 GHz based on Planck data. Our calibration
model assumes a brightness temperature of 106.6 ± 3.5 K for
the 140 GHz Bolocam bandpass, which was measured in Sayers
et al. (2012) by extrapolating the WMAP 94 GHz brightness
measurements presented in Weiland et al. (2011) using the
model of Griffin & Orton (1993). This model predicts the
brightness temperature of Uranus to increase with decreasing
frequency. As a result, the ACT and Planck measurements imply
a best-fit 140 GHz brightness temperature that is approximately
2.5 K higher than our assumed value of 106.6 K. However, this
difference is comparable to the ACT and Planck measurement
uncertainties, and it is well below our estimated 5% flux
calibration uncertainty at 140 GHz. We therefore have not
updated our calibration model. Furthermore, we note that the
accuracy of the ACT and Planck Uranus brightness temperatures
is 2%–3%, which is only slightly smaller than the 3.3%
accuracy of our assumed 140 GHz brightness temperature.
Furthermore, our 140 GHz calibration uncertainty receives an
approximately equal contribution from our 3.1% beam solid
angle uncertainty. Revising our flux calibration using ACT and
Planck would thus not have a significant effect on our overall
calibration uncertainty, which itself is already sub-dominant
to measurement uncertainties (see Table 2). Finally, we note
that our 10% flux calibration at 268 GHz is limited largely by
atmospheric fluctuations, and therefore a more accurate Uranus
brightness temperature at that frequency would have no effect
on our overall calibration uncertainty.

To remove atmospheric fluctuations from the data, we first
subtract a template of the common mode signal over the FOV,
and we then high-pass filter (HPF) the time-stream data at
250 and 500 mHz at 140 and 268 GHz, respectively. The
large amplitude of the atmospheric fluctuations in the 268 GHz
data necessitates this more aggressive HPF, and this filtering
represents a slight change from the M12 analysis, which used
a 250 mHz HPF for both data sets. We used a scan speed
of ≃4′ s−1 for our observations, and the HPFs at 250 or
500 mHz therefore correspond to angular scales of 16′ and
8′, respectively. Consequently, the maximum angular scale
preserved by our filtering is largely set by the common mode
subtraction over Bolocam’s 8′ FOV. Because our processing
removes astronomical signals with angular sizes larger than
the 8′ FOV, we determine the map-space transfer function at
each wavelength by reverse-mapping and processing an image
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Pairwise velocities 
Hand+12, Planck15, Soergel+16, de Bernardis+16 

Velocity reconstruction 
Planck15, ES Ferraro+16 
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T Power spectrum, George Reichardt+14 
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Mass conservation + linear approx.  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Velocity reconstruction
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A 2% Distance to z = 0.35 : Methods and Data 3

Figure 1. A pictoral explanation of how density-field reconstruction can improve the acoustic scale measurement. In each panel, we
show a thin slice of a simulated cosmological density field. (top left) In the early universe, the initial densities are very smooth. We mark
the acoustic feature with a ring of 150 Mpc radius from the central points. A Gaussian with the same rms width as the radial distribution
of the black points from the centroid of the blue points is shown in the inset. (top right) We evolve the particles to the present day, here
by the Zel’dovich approximation (Zel’dovich 1970). The red circle shows the initial radius of the ring, centered on the current centroid of
the blue points. The large-scale velocity field has caused the black points to spread out; this causes the acoustic feature to be broader.
The inset shows the current rms radius of the black points relative to the centroid of the blue points (solid line) compared to the initial
rms (dashed line). (bottom left) As before, but overplotted with the Lagrangian displacement field, smoothed by a 10h�1 Mpc Gaussian
filter. The concept of reconstruction is to estimate this displacement field from the final density field and then move the particles back
to their initial positions. (bottom right) We displace the present-day position of the particles by the opposite of the displacement field
in the previous panel. Because of the smoothing of the displacement field, the result is not uniform. However, the acoustic ring has
been moved substantially closer to the red circle. The inset shows that the new rms radius of the black points (solid), compared to the
initial width (long-dashed) and the uncorrected present-day width (short-dashed). The narrower peak will make it easier to measure the
acoustic scale. Note that the algorithm applied to the data is more complex than was just described, but this figure illustrates the basic
opportunity of reconstruction.

steps of this algorithm below and discuss details specific to
our implementation in subsequent subsections.

(i) Estimate the unreconstructed power spectrum P (k) or
correlation function ⇠(r).

(ii) Estimate the galaxy bias b and the linear growth rate,
f ⌘ d lnD/d ln a ⇠⌦0.55

M (Carroll et al. 1992; Linder 2005),
where D(a) is the linear growth function as a function of
scale factor a and ⌦M is the matter density relative to the
critical density.

(iii) Embed the survey into a larger volume, chosen such
that the boundaries of this larger volume are su�ciently
separated from the survey.

(iv) Gaussian smooth the density field.
(v) Generate a constrained Gaussian realization that

matches the observed density and interpolates over masked
and unobserved regions (§2.3).

(vi) Estimate the displacement field  within the
Zel’dovich approximation (§2.4).

(vii) Shift the galaxies by � . Since linear redshift-
space distortions arise from the same velocity field, we shift
the galaxies by an additional �f( · ŝ)ŝ (where ŝ is the
radial direction). In the limit of linear theory (i.e. large
scales), this term exactly removes redshift-space distortions
(Kaiser 1987; Hamilton 1998; Scoccimarro 2004). Denote
these points by D.

(viii) Construct a sample of points randomly distributed
according to the angular and radial selection function and
shift them by � . Note that we do not correct these for
redshift-space distortions. Denote these points by S.
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steps of this algorithm below and discuss details specific to
our implementation in subsequent subsections.

(i) Estimate the unreconstructed power spectrum P (k) or
correlation function ⇠(r).

(ii) Estimate the galaxy bias b and the linear growth rate,
f ⌘ d lnD/d ln a ⇠⌦0.55

M (Carroll et al. 1992; Linder 2005),
where D(a) is the linear growth function as a function of
scale factor a and ⌦M is the matter density relative to the
critical density.

(iii) Embed the survey into a larger volume, chosen such
that the boundaries of this larger volume are su�ciently
separated from the survey.

(iv) Gaussian smooth the density field.
(v) Generate a constrained Gaussian realization that

matches the observed density and interpolates over masked
and unobserved regions (§2.3).

(vi) Estimate the displacement field  within the
Zel’dovich approximation (§2.4).

(vii) Shift the galaxies by � . Since linear redshift-
space distortions arise from the same velocity field, we shift
the galaxies by an additional �f( · ŝ)ŝ (where ŝ is the
radial direction). In the limit of linear theory (i.e. large
scales), this term exactly removes redshift-space distortions
(Kaiser 1987; Hamilton 1998; Scoccimarro 2004). Denote
these points by D.

(viii) Construct a sample of points randomly distributed
according to the angular and radial selection function and
shift them by � . Note that we do not correct these for
redshift-space distortions. Denote these points by S.
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Figure 2. Evolution of the BOSS sky coverage from DR9 to DR11. Top panels show our observations in the Northern Galactic Cap (NGC) while lower panels
show observations in the Southern Galactic Cap (SGC). Colours indicate the spectroscopic completeness within each sector as indicated in the key in the
lower-right panel. Grey areas indicate our expected footprint upon completion of the survey. The total sky coverage in DR9, DR10, and DR11 is 3275, 6161,
and 8377 deg2, respectively.

Ross et al. (2011) and Ho et al. (2012) also found a significant
anticorrelation between the number density of CMASS galaxies and
seeing of the imaging data. It was found that in areas with poorer
seeing, the star–galaxy separation algorithm was more restrictive
inducing the observed anticorrelation. Using the same catalogue,
Ho et al. (2012) derived corrections based on measurements of
the galaxy–seeing cross-power and applied them to their angular
power spectrum measurements, showing that the seeing impacts
the measured clustering. Over the DR9 footprint, the impact of the
systematic with seeing was found to be insignificant (Ross et al.
2012), as the pattern of seeing over the DR9 area has negligible
large-scale power. However, the effect on clustering measured for
any given footprint will scale with the pattern of seeing in that par-
ticular footprint and any impact on the DR10 and DR11 clustering
measurements must be re-tested.

Ross et al. (2012) determined that weights applied to the DR9
CMASS galaxies as a function of stellar density and the ifib2 mag-
nitude effectively removed any angular and redshift dependence of
the CMASS galaxy field on the number density of stars. They found
that, while a significant relationship existed between the observed
density of CMASS galaxies and seeing, the relationship did not af-
fect the measured clustering. Additional potential systematics such
as Galactic extinction, airmass, and sky background were tested and
the relationships were consistent with the expected angular varia-
tion in galaxy number density. No significant systematic trends were
detected in the LOWZ sample.

For the DR10 and DR11 samples, we followed the same proce-
dure as in Ross et al. (2012) to test and model the relation between
the density of spectroscopically identified galaxies and stellar den-
sity, seeing, Galactic extinction, airmass and sky background. To
perform these tests, we made HEALPIX (Górski et al. 2005) maps of
the DR11 galaxies and compared them to maps of the number of
stars with 17.5 < i < 19.9, where i is the extinction-corrected i-band
magnitude, and to maps of the mean values of the potential system-
atic based on data from the SDSS DR8 Catalog Archive Server,
using various map resolution parameters Nside.

The solid red lines of Fig. 3 show the relationships between the
surface number density of galaxies in the CMASS sample, obtained

after applying the completeness and close-pair corrections described
above, and the stellar density (panel a), Galactic extinction (panel
b), and i-band seeing (panel c). These lines systematically deviate
from ng/n̄g = 1, indicating the presence of systematics affecting
the galaxy distribution. The error bars in these relations were ob-
tained by applying the same test to the mock catalogues described
in Section 3.2. The systematic effect associated with the surface
density of stars, ns, is clearly visible in panel (a), causing a decrease
in the number of galaxies of as much as 20 per cent in regions with
high stellar density. A weak relation between the observed number
of galaxies and the galactic extinction can be seen in panel (b).
This is due to the correlation between Ar and ns and not to an inde-
pendent systematic. Panel (c) illustrates the strong impact of poor
seeing conditions on the observed galaxy number density: an i-band
seeing of S ≃ 2 arcsec leads to a loss of approximately 50 per-cent
of the galaxies. While this effect is dramatic, only 1 per cent of
the survey footprint has S > 1.6 arcsec. The systematic relationship
we find between the DR11 CMASS sample and the seeing in the
imaging catalogue is consistent with relationship found in the DR9
data (Ross et al. 2012).

We use the method to determine the corrective weight for stellar
density, wstar, defined in Ross et al. (2012). This method weights
galaxies as a function of the local stellar density and the surface
brightness of the galaxy. We use the ifib2 as a measure of surface
brightness and adopt a form for

wstar(ns, ifib2) = Aifib2 + Bifib2ns, (19)

where Aifib2 and Bifib2 are coefficients to be fit empirically. To con-
struct these weights, we divide the CMASS catalogue into five bins
of ifib2, and fit the coefficients Aifib2 and Bifib2 in each bin so as to
give a flat relation between galaxy density and ns. The stellar density
map used for this task is based on a HEALPIX grid with Nside = 128,
which splits the sky into equal area pixels of 0.21 deg2. This rela-
tively coarse mask is enough to reproduce the large-scale variations
of the stellar density. The values of the Aifib2 and Bifib2 coefficients
for DR10 and DR11 are given in Table 3. The final weight wstar

for a given galaxy is then computed according to the local stellar
density by interpolating the binned values of the coefficients Aifib2
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“Halos” from BOSS CMASS
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Figure 2. Evolution of the BOSS sky coverage from DR9 to DR11. Top panels show our observations in the Northern Galactic Cap (NGC) while lower panels
show observations in the Southern Galactic Cap (SGC). Colours indicate the spectroscopic completeness within each sector as indicated in the key in the
lower-right panel. Grey areas indicate our expected footprint upon completion of the survey. The total sky coverage in DR9, DR10, and DR11 is 3275, 6161,
and 8377 deg2, respectively.

Ross et al. (2011) and Ho et al. (2012) also found a significant
anticorrelation between the number density of CMASS galaxies and
seeing of the imaging data. It was found that in areas with poorer
seeing, the star–galaxy separation algorithm was more restrictive
inducing the observed anticorrelation. Using the same catalogue,
Ho et al. (2012) derived corrections based on measurements of
the galaxy–seeing cross-power and applied them to their angular
power spectrum measurements, showing that the seeing impacts
the measured clustering. Over the DR9 footprint, the impact of the
systematic with seeing was found to be insignificant (Ross et al.
2012), as the pattern of seeing over the DR9 area has negligible
large-scale power. However, the effect on clustering measured for
any given footprint will scale with the pattern of seeing in that par-
ticular footprint and any impact on the DR10 and DR11 clustering
measurements must be re-tested.

Ross et al. (2012) determined that weights applied to the DR9
CMASS galaxies as a function of stellar density and the ifib2 mag-
nitude effectively removed any angular and redshift dependence of
the CMASS galaxy field on the number density of stars. They found
that, while a significant relationship existed between the observed
density of CMASS galaxies and seeing, the relationship did not af-
fect the measured clustering. Additional potential systematics such
as Galactic extinction, airmass, and sky background were tested and
the relationships were consistent with the expected angular varia-
tion in galaxy number density. No significant systematic trends were
detected in the LOWZ sample.

For the DR10 and DR11 samples, we followed the same proce-
dure as in Ross et al. (2012) to test and model the relation between
the density of spectroscopically identified galaxies and stellar den-
sity, seeing, Galactic extinction, airmass and sky background. To
perform these tests, we made HEALPIX (Górski et al. 2005) maps of
the DR11 galaxies and compared them to maps of the number of
stars with 17.5 < i < 19.9, where i is the extinction-corrected i-band
magnitude, and to maps of the mean values of the potential system-
atic based on data from the SDSS DR8 Catalog Archive Server,
using various map resolution parameters Nside.

The solid red lines of Fig. 3 show the relationships between the
surface number density of galaxies in the CMASS sample, obtained

after applying the completeness and close-pair corrections described
above, and the stellar density (panel a), Galactic extinction (panel
b), and i-band seeing (panel c). These lines systematically deviate
from ng/n̄g = 1, indicating the presence of systematics affecting
the galaxy distribution. The error bars in these relations were ob-
tained by applying the same test to the mock catalogues described
in Section 3.2. The systematic effect associated with the surface
density of stars, ns, is clearly visible in panel (a), causing a decrease
in the number of galaxies of as much as 20 per cent in regions with
high stellar density. A weak relation between the observed number
of galaxies and the galactic extinction can be seen in panel (b).
This is due to the correlation between Ar and ns and not to an inde-
pendent systematic. Panel (c) illustrates the strong impact of poor
seeing conditions on the observed galaxy number density: an i-band
seeing of S ≃ 2 arcsec leads to a loss of approximately 50 per-cent
of the galaxies. While this effect is dramatic, only 1 per cent of
the survey footprint has S > 1.6 arcsec. The systematic relationship
we find between the DR11 CMASS sample and the seeing in the
imaging catalogue is consistent with relationship found in the DR9
data (Ross et al. 2012).

We use the method to determine the corrective weight for stellar
density, wstar, defined in Ross et al. (2012). This method weights
galaxies as a function of the local stellar density and the surface
brightness of the galaxy. We use the ifib2 as a measure of surface
brightness and adopt a form for

wstar(ns, ifib2) = Aifib2 + Bifib2ns, (19)

where Aifib2 and Bifib2 are coefficients to be fit empirically. To con-
struct these weights, we divide the CMASS catalogue into five bins
of ifib2, and fit the coefficients Aifib2 and Bifib2 in each bin so as to
give a flat relation between galaxy density and ns. The stellar density
map used for this task is based on a HEALPIX grid with Nside = 128,
which splits the sky into equal area pixels of 0.21 deg2. This rela-
tively coarse mask is enough to reproduce the large-scale variations
of the stellar density. The values of the Aifib2 and Bifib2 coefficients
for DR10 and DR11 are given in Table 3. The final weight wstar

for a given galaxy is then computed according to the local stellar
density by interpolating the binned values of the coefficients Aifib2
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Baryon abundance & profile

?

→ ↵ =
h�T(✓disk) ⇥ ⌧vreci
h⌧vrec ⇥ ⌧vreci

Hypothesis:    δT =  α τ vrec + noise

α≃0 ⇔ no detection 

α≃1 ⇔ cosmological baryon abundance 

varying θdisk → profile information
{
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Gas profile of CMASS halos



➞ kSZ model preferred over null at 3 σ 
➞ Proxy for gas profile in clusters
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Gas profile of CMASS halos



Tracer sample:        SNR ~ (1 to 2) * (Mh/1013Msun) * sqrt(Nobj/104) 
• this study (CMASS) 3x104 gal, 0.4<z<0.7 
• Full CMASS 4x105, 0.4<z<0.7 
• PFS 107 gal, 0.8<z<2.4 
• DESI 2x107 gal, z<2 

→ SNR x 10 from number 

CMB map: 
• this study (ACTPol) 14muK’, 1.4’, 1 freq. 
• AdvACT 7muK’, 1.4’, multifreq. 
• CMB S4 1muK’, ?, multifreq. 

→ SNR x few from sensitivity 
→ SNR x few from tSZ removal

Future prospects

→ Large SNR: gas profile, 1h/2h, binning in mass/type
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Non-thermal pressure / energy injection
8
><

>:

kSZ = ⌧
⇣ve,LOS

c

⌘
/ ⇢e gas density

tSZ = ⌧
⇣ve,th
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⌘2
/ Pe,th gas thermal pressure

Virial theorem:
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surface

] = 0

kSZ lensing tSZ
modeled from 
accretion rate

→ Constrain Pnon-th, as a function of radius 
→ Constrain energy injected?



• Evidence for kSZ  with ACTPol and velocity 
reconstruction from BOSS 

• KSZ powerful baryometer: profile, abundance 

• Constrain non-thermal pressure and energy 
injection with kSZ & tSZ? 

• CMB S4 and DESI will multiply the SNR by >10  
→ bin in mass/type/color 
 

Summary: kSZ detection & gas physics in clusters  
arXiv:1510.06442


