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Figure 4. Aerial view of LWA1, the recently completed first LWA station.

3. The Long Wavelength Array

The LWA will be a premier US facility for exploring the low-frequency radio spectrum

between 10 and 88 MHz, and will provide fundamental advances in knowledge, particularly

in the areas of astrophysics and ionospheric physics. This facility will also be important for

educating US students and for creating an expert academic user community that can achieve

future scientific advances in important areas of ionospheric and astrophysical research.

The LWA uses a primary receiving element design that incorporates broadband, crossed,

linearly polarized dipoles. The elements are stationary and pointed electronically. These

elements are grouped into stations each containing 256 dual-polarization antennas within

a 110 m diameter (see Fig. 4); and specifications in Table 1). Each station beam can be

steered to any point in the sky by adjusting the digital delays of the individual elements.

Beam steering is entirely electronic (and thus nearly instantaneous), and as each antenna

views much of the sky (∼120
◦
), it is possible to form independent beams. Each of the

four available beams has two selectable frequency tunings, and each tuning has a maximum

sampling rate of 19.6 MSPS, providing about 16 MHz of bandwidth. The output from each

beam can be averaged temporally and spectrally to provide 4096 spectral channels. The

data are then streamed to disk for later analysis.

The first station of the LWA (LWA1) is nearing completion, and will be fully operational

before the start of this proposal (see Table 2). LWA1 is located near the center of the

EVLA, and is operated by the University of New Mexico on behalf of the LWA Project.

This proposal aims to make use of LWA1 only, operating independently of any other LWA

stations which may be in various stages of construction.
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The next ten?
Things far off look simple!

It's tough to make predictions,
 especially about the future.

-Yogi Berra

Next decade will be ripe in new observations

IN 1977, JERRY NELSON, AN APPLIED

physicist at the Lawrence Berkeley National
Laboratory in California, made a bold
proposal to the University of California
(UC). The university was looking to build a
10-meter telescope—twice the size of the
Hale Telescope at Mount Palomar, which for
3 decades had been the largest telescope in
the country. Nelson was convinced that stan-
dard telescope mirrors—“mono-
liths” made from a single piece
of glass—had reached their lim-
its. Instead, he proposed to make
the primary mirror for the new
telescope from a few dozen thin,
hexagonal segments joined
together into a smooth parabolic surface.

“I knew I could build a 10-meter mono-
lith. But I didn’t want to, because it would be
the last of the dinosaurs,” says Nelson,
whose concept was greeted with skepticism
by UC astronomers. “I didn’t just want to
build a telescope. I wanted to build a system
that could be extrapolated into a bigger tele-
scope in the future.”

Meanwhile, a physicist named Roger
Angel was melting Pyrex dishes in a
makeshift backyard kiln in Tucson, Arizona,

to figure out how to make monolithic mirrors
bigger and better. Although less radical than
Nelson’s approach, Angel’s posed equally
daunting engineering challenges. The two
men would exchange competitive jibes at con-
ferences. Making no secret of his view of
monoliths as obsolete, Nelson—a native Cali-
fornian with an irreverent style—would jok-
ingly ask Angel why he kept wasting time on a

dead-end technology. Angel, a
transplanted Brit of gentlemanly
bearing, would smile back and
note the risks of an untested one.

By the early 2000s, each side
had points on the scoreboard.
Nelson’s team had built seg-

mented mirrors for the twin 10-meter Keck
telescopes on the summit of Mauna Kea in
Hawaii; Angel’s had fabricated 6.5-meter
monoliths for the two Magellan telescopes at
Las Campanas in Chile. Those successes set
the stage for a new contest, now in full throt-
tle: building the world’s largest telescope. For
the past 5 years, Nelson and his colleagues at
UC have been working on plans for the Thirty
Meter Telescope (TMT)—whose primary
mirror will be a glinting mosaic of 492 hexag-
onal segments controlled with such precision

that even light won’t discern the edges
between them. Meanwhile, Angel and his col-
laborators have set their sights on building the
Giant Magellan Telescope (GMT)—whose
seven monolithic 8.4-meter mirrors, arranged
like flower petals, will function as a primary
mirror 24.5 meters in diameter.

If the telescopes are built—TMT on
Mauna Kea in Hawaii, GMT at Las Cam-
panas—each will capture images up to 10
times sharper than today’s best ground-based
telescopes. Both will shoot for the same scien-
tific goals, which include bringing into focus
the first stars and galaxies, studying the for-
mation of planets and stars, understanding the
growth of black holes, and probing the nature
of dark matter and dark energy. And both will
cost a fortune: The segmented TMT’s price tag
is $1 billion; GMT’s is $700 million.

So far, neither side—UC and the Califor-
nia Institute of Technology for TMT, and a
consortium led by Carnegie Observatories
and the University of Arizona for GMT—has
come close to securing the total funding it
needs. “These facilities are so big that they
could die of their own weight,” warns Richard
McCray, a professor emeritus at the Univer-
sity of Colorado, Boulder. Even if both GMT
and TMT get built with little federal support,
he says, the U.S. National Science Foundation
(NSF) would be hard pressed to help out with
the substantial operating costs of each. Given
the funding challenges, some astronomers say
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Two very different telescope projects are jostling to give the United

States its biggest-ever eye on the sky. Can the country afford both?
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“With the making of the first segment, we
have pretty much retired the risk of how you
put the telescope together,” he says. He has
come home in the middle of the day to tend to
his ailing cat. Sunlight bouncing off a pool in
the back dances on his face as he peels a
pomegranate at the lunch table. Making the
492 segments of the competitor TMT work
together, Angel says, is inherently riskier than
GMT’s seven-piece design: “It’s a matter of
the devil you know versus the devil you don’t.”

Caution and thrift come up a lot when
members of the two teams pitch their projects.
“If you look at the two telescopes, you say 

that [TMT] is really sexy; this [GMT] is old-
fashioned stuff,” says Jonathan Kern, an engi-
neer with GMT. “But this is old-fashioned for
a reason. We are not trying to do anything that
hasn’t been done, that we can’t put a cost on.”

Nelson, who otherwise enjoys the label of
risk-taker, stresses that segmented mirrors
are now a rock-solid technology, too. Con-
trolling 492 segments (inconceivable when
the 36-segment Keck mirror saw first light
16 years ago) is “completely trivial” for
modern computers, he says. “The bottom
line is that today segmented mirrors are
cheaper per square meter than monoliths,”

and the savings on mirror construction far out-
weigh the cost of more-powerful computing
and denser actuators. The American telescope
projects’ transatlantic rival, the E-ELT, will
use 1000 segments, Nelson notes. “Nothing
can stop a good idea,” he says with a grin.

Winner take all?

The race for telescopic supremacy began in
1999, when astronomers’decadal survey—an
official rank-ordered “wish list” of proposed
projects that researchers submit to the govern-
ment—cited a giant telescope as a top priority.
Nelson’s group was first off the block, with a
proposal for what was then called the Califor-
nia Extremely Large Telescope (CELT).

At first, the leadership at Carnegie Obser-
vatories mulled the idea of joining CELT. It
was a controversial proposal. Carnegie Obser-
vatories and Caltech, both nurtured by George
Hale and located 8 kilometers apart, had been
managed jointly until 1971, when differences
culminated in a divorce. Rivalry ran deep.

When Carnegie researchers approached
astronomers at Caltech with an offer to collab-
orate on CELT, they were turned away, accord-
ing to scientists on both sides who did not wish
to spell out the details. Stung by the rebuff,
researchers at Carnegie joined with other insti-
tutions to create what is now Angel’s GMT
consortium. “No question that we got going
because the other group was making head-
way,” says Stephen Shectman, project scientist
for GMT and a researcher at Carnegie. Nelson
and others on TMT acknowledge that they
were less than thrilled to see GMT entering the
arena. “They wanted to be the only U.S. proj-
ect in this area,” Shectman says.

Behind-the-scenes maneuvering fol-
lowed. In 2003, TMT sent UC Berkeley
astronomer Richard Ellis to the Harvard-
Smithsonian Center for Astrophysics, a
Magellan partner, to woo Harvard away
from GMT and into TMT. Josh Grindlay, a
Harvard University researcher who was
involved in the talks, calls Ellis’s visit “a
political move … to squash the competition.”
Nelson is unapologetic. “Harvard’s rich. We
needed rich partners,” he says.

Grindlay says some at Harvard were
tempted but that loyalty to the Magellan con-
sortium and conf idence in the GMT 
proposal—“which really is simpler”—carried
the day. Friends at Caltech still jokingly ask
him if Harvard would like to join TMT, he
says: “They say you might as well join us
because there may not ever be a GMT.”

Nelson’s TMT scored a coup in June 2003
when it signed a technical agreement with a
major users’ group. The Association of Uni-
versities for Research in Astronomy (AURA),

Big plans. E-ELT would dwarf
every other telescope on Earth.
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With a 100-meter primary mirror, it would have been the big daddy of all telescopes, worthy of
the label “Overwhelmingly Large” (OWL) bestowed by its architects at the European Southern
Observatory (ESO). Now, astronomers joke that the acronym means “Originally Was Larger.”
Even so, the scaled-down successor that ESO has committed to building—the European
Extremely Large Telescope (E-ELT)—would still outsize the U.S. entries in its class, the Thirty
Meter Telescope and the Giant Magellan Telescope (see main text), by a fair margin, with a pri-
mary mirror 42 meters in diameter.

E-ELT’s estimated cost of $1.5 billion also makes it the most expensive of the three. Its fund-
ing prospects, however, seem rosier than those of GMT and TMT because governments are back-
ing it: The 14 member states of ESO have agreed to provide a third of the money over the next
10 years. To make up the difference, ESO members are discussing whether to increase their con-
tributions to the ESO budget, attract outside partners, or do both, says Jason Spyromilio, direc-
tor of the E-ELT project office.

The project’s planners, who are currently finishing up a detailed design, want to build the pri-
mary mirror with 1000 segments about the same size as the hexagonal panels in TMT. Spyromilio
says using a handful of larger monoliths between 7 and 8 meters in diameter could also have
worked. “There is no a priori clear solution that would say one is better than the other,” he says
of the two designs. “The selection reflects the different risks that each project associates with its
supply chain.”

The resolution provided by E-ELT’s collecting area of 1200 square meters—nearly twice that of
TMT and three times that of GMT—will enable a lot of exciting science, says Spyromilio. “Anice exam-
ple might be the power of imaging exoplanets. Here the E-ELT will achieve a contrast about an order
of magnitude better than the next best telescope,” he says, adding that E-ELT in principle will be able
to detect exoplanets as small as Earth. Officials hope to pick a site for the telescope from among can-
didate sites in the Canary Islands, Chile, Morocco, and Argentina by the end of this year. –Y.B.

THE COLOSSUS OF EUROPE

Published by AAAS
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Out in the fields
254 LIDZ ET AL. Vol. 690

Figure 1. Simulated maps of the density, halo, ionization, and 21 cm fields. Each map is 130 Mpc/h on a side and is drawn from a simulation snapshot at z = 7.32 at
which point 〈xi〉 = 0.54 in our model. The density, ionization, and 21 cm maps are each 1 cell thick (0.25 Mpc/h), while the halo field is from a 60 cell (15 Mpc/h)
wedge. On large scales, the bright regions in the overdensity map tend to have more halos, be ionized, and be dim in 21 cm. The correspondence between the bright
regions in the halo field, and the dim regions in the 21 cm field, is the signal we characterize and quantify in this paper.
(A color version of this figure is available in the online journal.)

slices through our simulated density, halo, ionization, and
21 cm fields. Here one can clearly see that the bright regions in
the halo map correspond to dim regions in the 21 cm map, while
dim regions in the halo map correspond to bright regions in the
21 cm map. This anticorrelation is the signal we characterize and
calculate in the present paper. As one can see from the panels
of Figure 1, the anticorrelation arises because galaxies are more
abundant in large-scale overdense regions, which hence ionize
before typical regions. As a result, the overdense regions contain
less neutral hydrogen during reionization, and emit more dimly
in 21 cm than typical regions, while containing more galaxies
(see also Wyithe & Loeb 2007).

In order to quantify these visual impressions, we calculate and
show the 21 cm galaxy cross-power spectrum in Figure 2. The
top panel shows the absolute value of the 21 cm galaxy cross-
power spectrum, as well as the individual terms of Equation (1).
The bottom panel shows the cross-correlation coefficient be-
tween the two fields, r(k) = P21,gal(k)/[P21(k)Pgal(k)]1/2. In
estimating the cross-correlation coefficient here and throughout
this paper, we subtract shot noise from the galaxy power spec-
trum (before calculating r(k)) assuming that it is Poisson—i.e.,
we assume Pshot = 1/ngal, where ngal is the abundance of halos
above Mg,min.

The figure reveals several interesting features of the signal.
On large scales the 21 cm field is anticorrelated with the galaxy
field. As explained and visualized in Figure 1, this occurs
because galaxies form first, and ionize their surroundings, in
overdense regions. On small scales, the 21 cm and galaxy fields
are roughly uncorrelated. We can understand this by examining
the small-scale behavior of the constituent terms, as shown
in the top panel. The cross-power spectrum between neutral
hydrogen fraction and galactic density (∆2

x,gal(k), the x-gal term)
turns over on small scales, as indicated by the blue-dashed
line. This behavior is naturally similar to that of the density-
ionization cross-power spectrum, which turns over on scales
smaller than the size of the H ii regions during reionization
(Furlanetto et al. 2004; Zahn et al. 2007). The correlations
die off on sub-bubble scales because the entire interior of
each H ii region is highly ionized, irrespective of the interior
density and galaxy fields. For comparison, we additionally plot
the cross-power spectrum between neutral hydrogen fraction
and matter density. This resembles the cross-power spectrum
between neutral hydrogen fraction and galactic density, but
it turns over on slightly smaller scales. As we discuss in
Section 4 and Section 6.1, the turnover is on smaller scales
owing to ionized bubbles around low-mass halos, which host

130/h Mpc=1.2 deg
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Figure 1. Simulated maps of the density, halo, ionization, and 21 cm fields. Each map is 130 Mpc/h on a side and is drawn from a simulation snapshot at z = 7.32 at
which point 〈xi〉 = 0.54 in our model. The density, ionization, and 21 cm maps are each 1 cell thick (0.25 Mpc/h), while the halo field is from a 60 cell (15 Mpc/h)
wedge. On large scales, the bright regions in the overdensity map tend to have more halos, be ionized, and be dim in 21 cm. The correspondence between the bright
regions in the halo field, and the dim regions in the 21 cm field, is the signal we characterize and quantify in this paper.
(A color version of this figure is available in the online journal.)
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dim regions in the halo map correspond to bright regions in the
21 cm map. This anticorrelation is the signal we characterize and
calculate in the present paper. As one can see from the panels
of Figure 1, the anticorrelation arises because galaxies are more
abundant in large-scale overdense regions, which hence ionize
before typical regions. As a result, the overdense regions contain
less neutral hydrogen during reionization, and emit more dimly
in 21 cm than typical regions, while containing more galaxies
(see also Wyithe & Loeb 2007).

In order to quantify these visual impressions, we calculate and
show the 21 cm galaxy cross-power spectrum in Figure 2. The
top panel shows the absolute value of the 21 cm galaxy cross-
power spectrum, as well as the individual terms of Equation (1).
The bottom panel shows the cross-correlation coefficient be-
tween the two fields, r(k) = P21,gal(k)/[P21(k)Pgal(k)]1/2. In
estimating the cross-correlation coefficient here and throughout
this paper, we subtract shot noise from the galaxy power spec-
trum (before calculating r(k)) assuming that it is Poisson—i.e.,
we assume Pshot = 1/ngal, where ngal is the abundance of halos
above Mg,min.

The figure reveals several interesting features of the signal.
On large scales the 21 cm field is anticorrelated with the galaxy
field. As explained and visualized in Figure 1, this occurs
because galaxies form first, and ionize their surroundings, in
overdense regions. On small scales, the 21 cm and galaxy fields
are roughly uncorrelated. We can understand this by examining
the small-scale behavior of the constituent terms, as shown
in the top panel. The cross-power spectrum between neutral
hydrogen fraction and galactic density (∆2

x,gal(k), the x-gal term)
turns over on small scales, as indicated by the blue-dashed
line. This behavior is naturally similar to that of the density-
ionization cross-power spectrum, which turns over on scales
smaller than the size of the H ii regions during reionization
(Furlanetto et al. 2004; Zahn et al. 2007). The correlations
die off on sub-bubble scales because the entire interior of
each H ii region is highly ionized, irrespective of the interior
density and galaxy fields. For comparison, we additionally plot
the cross-power spectrum between neutral hydrogen fraction
and matter density. This resembles the cross-power spectrum
between neutral hydrogen fraction and galactic density, but
it turns over on slightly smaller scales. As we discuss in
Section 4 and Section 6.1, the turnover is on smaller scales
owing to ionized bubbles around low-mass halos, which host
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Probes of the epoch of reionization
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Figure 12: Using Lyman-α absorption in quasar spectra to probe the ionization state of the IGM. This figure
from White et al. (2003) shows the observed spectrum of a z = 6.28 quasar (solid curve), and the expected
unabsorbed emission (dashed curve), based on an average over many quasars seen at lower redshifts. The
unabsorbed emission is a sum of smooth emission (the “continuum”, dotted curve) plus emission features
from atomic resonances (“emission lines”).

3 Probing the Diffuse Intergalactic Hydrogen

3.1 Lyman-alpha absorption

Resonant Lyman-α absorption has thus far proved to be the best probe of the state of the IGM. The optical
depth to absorption by a uniform intergalactic medium is

τs =
πe2fαλαnH I (z)

mecH(z)
(31)

≈ 6.45 × 105xH I

(

Ωbh

0.0315

) (

Ωm

0.3

)−1/2 (

1 + z

10

)3/2

,

where H ≈ 100h km s−1 Mpc−1Ω1/2
m (1 + z)3/2 is the Hubble parameter at redshift z; fα = 0.4162 and

λα = 1216Å are the oscillator strength and the wavelength of the Lyman-α transition; nH I (z) is the neutral
hydrogen density at z (assuming primordial abundances); Ωm and Ωb are the present-day density parameters
of all matter and of baryons, respectively; and xH I is the average fraction of neutral hydrogen. In the second
equality we have implicitly considered high redshifts.

Lyman-α absorption is thus highly sensitive to the presence of even trace amounts of neutral hydrogen.
The lack of full absorption in quasar spectra then implies that the IGM has been very highly ionized during
much of the history of the universe, from at most a billion years after the big bang to the present time.
At redshifts approaching six, however, the optical depth increases, and the observed absorption becomes
very strong. An example of this is shown in Figure 12, where an observed quasar spectrum is compared to
the unabsorbed expectation for the same quasar. The prominent Lyman-α emission line, which is produced
by radiating hot gas near the quasar itself, is centered at a wavelength of 8850Å, which for the redshift
(6.28) of this quasar corresponds to a rest-frame 1216Å. Above this wavelength, the original emitted quasar
spectrum is seen, since photons emitted with wavelengths higher than 1216Å redshift to higher wavelengths
during their journey toward us and never encounter resonance lines of hydrogen atoms. Shorter-wavelength
photons, however, redshift until they hit the local 1216Å and are then absorbed by any existing hydrogen
atoms. The difference between the unabsorbed expectation and the actual observed spectrum can be used
to measure the amount of absorption, and thus to infer the atomic hydrogen density. For this particular
quasar, this difference is very large (i.e., the observed flux is near zero) just to the blue of the Lyman-α
emission line.
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First Epoch HUDF09: z850-dropouts 3

(z850 − Y105)>−1.1 + 4(Y105 − J125)

S/N(J125) > 5 ∧ S/N(Y105) > 5

S/N(V606) < 2 ∧ S/N(i775) < 2

These criteria select galaxies from z ∼ 6.4− 7.3 with a
median redshift of 〈z〉 = 6.8, see inset in Fig. 1.

After rejecting spurious sources such as diffraction
spikes of stars and one probable supernova, we find 16
z ∼ 7 candidates between J125= 26.2 − 29.2 mag. Their
properties are listed in Table 1 and postage stamps of all
candidates are shown in Fig. 2.

It is reassuring that all z ∼ 7 galaxy candidates, which
have been identified in previous work are confirmed to be
secure high redshift candidates (see Table 1). We show
in Fig. 3 a comparison of the NICMOS observations with
the WFC3 data for the brightest candidates in order to
visualize the enormous improvement in data quality pro-
vided by WFC3/IR. The new data allow us to probe to
much fainter limits. While in previous studies only two
galaxies were identified beyond a magnitude of 27.5, of
which one is only marginally detected (Bouwens et al.
2008; Oesch et al. 2009), the current WFC3 sample in-
cludes 11 such faint objects, resulting in much better
constraints on the luminosity function at z ∼ 7.

2.3. Sources of Sample Contamination

Previous z ∼ 7 selections have suffered from several
possible sources of contamination, such as (1) spurious
detections, (2) cool dwarf stars, (3) intermediate redshift
galaxies with red NIR colors, (4) lower redshift sources
which scatter into the selection due to photometric er-
rors, and (5) high redshift supernovae. Our HUDF09
WFC3/IR observations are much less affected by these
problems as we briefly discuss below.

(1) The sources presented in this paper are virtually
all > 5σ detections in three bands, which have been
obtained with different dither positions, and the noise
properties of WFC3/IR are much better behaved than
in NICMOS data. Thus we rule out that any of our
source is a spurious detection or is caused by an image
artefact.

(2) As can be seen in Fig. 1, dwarf stars occupy a
different locus in the z850 − Y105 vs. Y105 − J125 dia-
gram than high redshift galaxies. The J125 band probes
short enough wavelengths that it is not dominated by the
strong absorption bands of dwarf star SEDs. Therefore,
it is very unlikely that any such source contaminates our
sample.

(3)+(4) The z ∼ 7 galaxy candidates are covered with
three bands, all showing colors bluer than expected for
possible low redshift contaminants. Based on our simu-
lations it is very unlikely that any of these galaxies are
lower redshift interlopers.

(5) Since our WFC3/IR observations are taken much
later than the already existing optical data, supernovae
are a potential source of contamination of our sample.
Following the calculation in Bouwens et al. (2008), how-
ever, only 0.012 sources are expected to be found per
arcmin2, which results in ∼ 0.06 expected supernovae.
Fortunately, at the bright end, such sources can be elim-
inated by comparison to the existing NICMOS images.
Indeed, we find one such source, which shows a stellar
profile and, with J125=26.2 mag, should have been se-
curely detected in the previous NICMOS images of the

Fig. 2.— Postage stamps of all z ∼ 7 galaxy candidates in B435,
V606, i775, z850, Y105, J125, and H160. The sizes of the images are
2.′′2× 2.′′2.

HUDF (see Table 1 and Figure 3). We exclude this source
from our subsequent analysis, but list it here because of
its potential interest.

3. THE Z ∼ 7 LBG LUMINOSITY FUNCTION

As in Oesch et al. (2007, 2009) completeness, C, and
magnitude dependent redshift selection probabilities, S,
for our sample are derived from simulations in which we
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which scatter into the selection due to photometric er-
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it is very unlikely that any such source contaminates our
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possible low redshift contaminants. Based on our simu-
lations it is very unlikely that any of these galaxies are
lower redshift interlopers.

(5) Since our WFC3/IR observations are taken much
later than the already existing optical data, supernovae
are a potential source of contamination of our sample.
Following the calculation in Bouwens et al. (2008), how-
ever, only 0.012 sources are expected to be found per
arcmin2, which results in ∼ 0.06 expected supernovae.
Fortunately, at the bright end, such sources can be elim-
inated by comparison to the existing NICMOS images.
Indeed, we find one such source, which shows a stellar
profile and, with J125=26.2 mag, should have been se-
curely detected in the previous NICMOS images of the

Fig. 2.— Postage stamps of all z ∼ 7 galaxy candidates in B435,
V606, i775, z850, Y105, J125, and H160. The sizes of the images are
2.′′2× 2.′′2.

HUDF (see Table 1 and Figure 3). We exclude this source
from our subsequent analysis, but list it here because of
its potential interest.

3. THE Z ∼ 7 LBG LUMINOSITY FUNCTION

As in Oesch et al. (2007, 2009) completeness, C, and
magnitude dependent redshift selection probabilities, S,
for our sample are derived from simulations in which we
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Figure 3.  Previously determined UV luminosity functions (LF) at redshift z~4, 7 and 

8, with new constraints at z~10. Constraints on the stepwise UV LF at z ! 10 (black 

upper limits) are derived from the J-dropout candidate galaxies over our ultra-deep 

HUDF WFC3/IR field. The stepwise LF at z ! 10 is also presented as 1! upper 

limits, given the uncertainties in the nature of z ! 10 candidates. The lowest 

luminosity point has been corrected for incompleteness. The UV LFs3,8,11 at z ! 4 

(blue), z ! 7 (magenta), and z ! 8 (red) are shown for context. 
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Figure 4.   The luminosity density and star formation rate density of the universe. 

The luminosity densities are plotted down to a flux limit of –18.3 AB mag (0.07L*) 

to match the current z~7 z-dropout search limit. The current result from the 

contamination-corrected sample is shown at z ! 10 from the current J-dropout 

search, as is the upper limit if we assume no z~10 sources are detected.  The 

conversion from UV luminosity to SFR is performed assuming a Salpeter IMF.30  

Also included here are the recent SFR determinations at z ! 7 and z ! 8 from our 

HUDF09 WFC3/IR z-dropout and Y-dropout searches,3,8  and from the literature for 

z<7.11,22,31 The dust corrections at z ~ 4 are based on the estimated UV-continuum 

slopes ! and are already negligible by z ~ 7.12 No. 2, 2009 WMAP FIVE-YEAR OBSERVATIONS: LIKELIHOOD AND PARAMETERS 313

Figure 5. Left: marginalized probability distribution for zreion in the standard model with instantaneous reionization. Sudden reionization at z = 6 is ruled out at
3.5σ , suggesting that reionization was a gradual process. Right: in a model with two steps of reionization (with ionization fraction xe at redshift zr , followed by full
ionization at z = 7), the WMAP data are consistent with an extended reionization process.

Figure 6. Effect of foreground treatment and likelihood details on !CDM parameters. Left: the number of bands used in the template cleaning (denoted “T”) affects
the precision to which τ is determined, with the standard KaQV compared to QV and KaQVW, but has little effect on other cosmological parameters. Using maps
cleaned by Gibbs sampling (KKaQV (G)) also gives consistent results. Right: lowering the residual point source contribution (denoted lower ptsrc) and removing the
marginalization over an SZ contribution (no SZ) affects parameters by < 0.4σ . Using a larger mask (80% mask) has a greater effect, increasing "bh

2 by 0.5σ , but is
consistent with the effects of noise.

that feedback produces a prolonged or perhaps even, multiepoch
reionization history.

While the current WMAP data constrain the optical depth
of the universe, the EE data does not yet provide a detailed
constraint on the reionization history. With more data from
WMAP and upcoming data from Planck, the EE spectrum will
begin to place stronger constraints on the details of reionization
(Kaplinghat et al. 2003; Holder et al. 2003; Mortonson & Hu
2008). These measurements will be supplemented by measure-
ments of the Ostriker–Vishniac effect by high-resolution CMB
experiments which is sensitive to

∫
n2

edt (Ostriker & Vishniac
1986; Jaffe & Kamionkowski 1998; Gruzinov & Hu 1998), and
discussed in, e.g., Zhang et al. (2004).

3.1.2. Sensitivity to Foreground Cleaning

As the E-mode signal is probed with higher accuracy, it
becomes increasingly important to test how much the constraint
on τ , zreion, and the other cosmological parameters, depend on

details of the Galactic foreground removal. Tests were done
by Page et al. (2007) to show that τ was insensitive to a
set of variations in the dust template used to clean the maps.
In Figure 6 we show the effect on !CDM parameters of
changing the number of bands used in the template-cleaning
method: discarding the Ka band in the “QV” combination, or
adding the W band in the “KaQVW” combination. We find
that τ (and therefore zreion) is sensitive to the maps, but the
dispersion is consistent with noise. As expected, the error bars
are broadened for the QV-combined data, and the mean value
is τ = 0.080 ± 0.020. When the W band is included, the mean
value is τ = 0.100 ± 0.015. We choose not to use the W-band
map in our main analysis, however, because there appears to
be excess power in the cleaned map at # = 7. This indicates a
potential systematic error, and is discussed further by Hinshaw
et al. (2009). The other cosmological parameters are only mildly
sensitive to the number of bands used. This highlights the fact
that τ is no longer as strongly correlated with other parameters,

2 Jonathan R. Pritchard, Avi Loeb, and Stuart Wyithe

redshift galaxies and the unknown escape fraction of ionizing
photons.

In the near future, it is hoped that observations of the
redshifted 21 cm line of neutral hydrogen will provide a di-
rect probe of the state of the IGM at redshifts z = 6 − 15.
Low frequency interferometers such as LOFAR2, MWA3,
PAPER4, and SKA5 should, in principle, be able to map
the ionization state of the IGM giving direct measurements
of the ionized fraction xi at several different redshifts. It is
also hoped that future observations of high-redshift gamma
ray bursts (GRB) will illuminate the state of the Lyα forest
at yet higher redshifts (Bromm & Loeb 2006; McQuinn et al.
2008) and the recent observation of a z ≈ 8 GRB (Tanvir
et al. 2009) seems cause for optimism.

On the theoretical side, numerical simulations offer one
way of trying to reconcile these different observations and a
variety of groups have made concrete progress in this area
(for a recent review see Trac & Gnedin 2009). Analytic mod-
elling is also possible and provides a useful way of explor-
ing a large parameter space in order to assess how different
sources of information constrain reionization. For example,
Choudhury & Ferrara (2005, 2006) attempt to simultane-
ously model many of the above observations with a single
model in a self-consistent way. Despite progress, there is con-
siderable uncertainty in the theoretical modelling of reion-
ization, partly stemming from uncertainty in the relevant
parameters and partly from the complexity of the interac-
tion between different physical processes.

In this paper, we combine these different pieces of obser-
vational evidence in order to quantify our uncertainty on the
reionization history. Given the numerous sources of astro-
physical uncertainty, we argue that it is presumptive to claim
that we can use analytic models to definitively constrain
reionization in detail (e.g. Choudhury & Ferrara 2005). In-
stead we propose arbitrary forms for the evolution of ionizing
photon production. Using these arbitrary forms, we define
the space of plausible models that fit the current data. We
focus on the Lyα forest and CMB observations which most
tightly constrain reionization, and which are most readily
predicted by an analytic model. We use a likelihood based
analysis to place constraints on the ionization history, con-
sidering two different source modelling parametrizations, in
order to assess the systematic uncertainty in our conclusions.

Having made explicit the bounds of our ignorance in the
ionization history, we explore the implications for the signal-
to-noise ratio (S/N) that future 21 cm experiments might
achieve at different redshifts. Finally, we turn this problem
around and ask what 21 cm experiments will tell us about
the reionization history that was not already implicit in our
existing observations.

The layout of this paper is as follows. In §2 we discuss
the current observational constraints on reionization that we
will be using in our analysis. We then discuss in §3 the for-
malism for using these constraints to infer the ionization his-
tory given a particular model for reionization. In §4, we use
this formalism to place constraints on model parameters and

2 http://www.lofar.org/
3 http://www.MWAtelescope.org/
4 Parsons et al. (2009)
5 http://www.skatelescope.org/

Figure 1. Evolution of WMAP 1− σ constraints on the optical
depth τCMB and, for comparison, the predicted error for Planck.

calculate probability distributions for the neutral fraction in
different redshift bins. This is then used to make predictions
for upcoming 21 cm instruments. Finally, we conclude in §5.
The explicit details of our model of reionization are left to
appendix A.

Throughout this paper, we assume a cosmology with
Ωm = 0.3, ΩΛ = 0.7, Ωb = 0.046, H = 100h km s−1 Mpc−1

(with h = 0.7), nS = 0.95, and σ8 = 0.8, consistent with the
latest measurements (Komatsu et al. 2009).

2 OBSERVATIONAL CONSTRAINTS ON

REIONIZATION

We now turn to the existing observational constraints on
reionization. Constraints on reionization fall into two main
types: those, like τCMB, that depend solely upon the ion-
ization history xi(z) and those, like the Lyα forest, that
constrain the sources and ionizing background that drives
reionization. In this section, we discuss existing and future
constraints and specify the data sets that we will use for our
inference. We defer the details of our model of reionization
to Appendix A.

Perhaps the most robust constraint on reionization
comes from WMAP measurements of the optical depth to
the surface of last scattering. Figure 1 graphically illustrates
the evolution of measurements of τCMB . Following the inclu-
sion of improved polarisation measurements in WMAP3, the
best fit value appears to have stabilised with the WMAP5
value τCMB = 0.087 ± 0.017 (Dunkley et al. 2009). Planck,
which will have better polarisation sensitivity, should im-
prove this significantly with Fisher matrix calculations pre-
dicting constraints at the level of στ = 0.005 (e.g. Colombo
et al. 2008), although this may degrade to στ = 0.01 once
foreground modeling is included (Tegmark et al. 2000).

Since observations suggest reionization is essentially
complete by z ≈ 6.5, only a fraction of τCMB requires further
explanation. Assuming hydrogen and HeI are fully ionized
by z = 6.5 and that HeII reionization occurs at z = 3 gives
τCMB = 0.044. This leaves about half of the observed optical
depth ∆τ ≈ 0.043 to be explained by ionization at higher
redshifts.

In the instantaneous model used by the WMAP5 analy-
sis (Dunkley et al. 2009), the observed τCMB corresponds to
a reionization redshift of zri = 11± 1.4. For more extended
models of reionization, such as those of Furlanetto (2006),
full reionization occurs later, but with a significant tail to
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Figure 5. Left: marginalized probability distribution for zreion in the standard model with instantaneous reionization. Sudden reionization at z = 6 is ruled out at
3.5σ , suggesting that reionization was a gradual process. Right: in a model with two steps of reionization (with ionization fraction xe at redshift zr , followed by full
ionization at z = 7), the WMAP data are consistent with an extended reionization process.

Figure 6. Effect of foreground treatment and likelihood details on !CDM parameters. Left: the number of bands used in the template cleaning (denoted “T”) affects
the precision to which τ is determined, with the standard KaQV compared to QV and KaQVW, but has little effect on other cosmological parameters. Using maps
cleaned by Gibbs sampling (KKaQV (G)) also gives consistent results. Right: lowering the residual point source contribution (denoted lower ptsrc) and removing the
marginalization over an SZ contribution (no SZ) affects parameters by < 0.4σ . Using a larger mask (80% mask) has a greater effect, increasing "bh

2 by 0.5σ , but is
consistent with the effects of noise.

that feedback produces a prolonged or perhaps even, multiepoch
reionization history.

While the current WMAP data constrain the optical depth
of the universe, the EE data does not yet provide a detailed
constraint on the reionization history. With more data from
WMAP and upcoming data from Planck, the EE spectrum will
begin to place stronger constraints on the details of reionization
(Kaplinghat et al. 2003; Holder et al. 2003; Mortonson & Hu
2008). These measurements will be supplemented by measure-
ments of the Ostriker–Vishniac effect by high-resolution CMB
experiments which is sensitive to

∫
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edt (Ostriker & Vishniac
1986; Jaffe & Kamionkowski 1998; Gruzinov & Hu 1998), and
discussed in, e.g., Zhang et al. (2004).

3.1.2. Sensitivity to Foreground Cleaning

As the E-mode signal is probed with higher accuracy, it
becomes increasingly important to test how much the constraint
on τ , zreion, and the other cosmological parameters, depend on

details of the Galactic foreground removal. Tests were done
by Page et al. (2007) to show that τ was insensitive to a
set of variations in the dust template used to clean the maps.
In Figure 6 we show the effect on !CDM parameters of
changing the number of bands used in the template-cleaning
method: discarding the Ka band in the “QV” combination, or
adding the W band in the “KaQVW” combination. We find
that τ (and therefore zreion) is sensitive to the maps, but the
dispersion is consistent with noise. As expected, the error bars
are broadened for the QV-combined data, and the mean value
is τ = 0.080 ± 0.020. When the W band is included, the mean
value is τ = 0.100 ± 0.015. We choose not to use the W-band
map in our main analysis, however, because there appears to
be excess power in the cleaned map at # = 7. This indicates a
potential systematic error, and is discussed further by Hinshaw
et al. (2009). The other cosmological parameters are only mildly
sensitive to the number of bands used. This highlights the fact
that τ is no longer as strongly correlated with other parameters,
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redshift galaxies and the unknown escape fraction of ionizing
photons.

In the near future, it is hoped that observations of the
redshifted 21 cm line of neutral hydrogen will provide a di-
rect probe of the state of the IGM at redshifts z = 6 − 15.
Low frequency interferometers such as LOFAR2, MWA3,
PAPER4, and SKA5 should, in principle, be able to map
the ionization state of the IGM giving direct measurements
of the ionized fraction xi at several different redshifts. It is
also hoped that future observations of high-redshift gamma
ray bursts (GRB) will illuminate the state of the Lyα forest
at yet higher redshifts (Bromm & Loeb 2006; McQuinn et al.
2008) and the recent observation of a z ≈ 8 GRB (Tanvir
et al. 2009) seems cause for optimism.

On the theoretical side, numerical simulations offer one
way of trying to reconcile these different observations and a
variety of groups have made concrete progress in this area
(for a recent review see Trac & Gnedin 2009). Analytic mod-
elling is also possible and provides a useful way of explor-
ing a large parameter space in order to assess how different
sources of information constrain reionization. For example,
Choudhury & Ferrara (2005, 2006) attempt to simultane-
ously model many of the above observations with a single
model in a self-consistent way. Despite progress, there is con-
siderable uncertainty in the theoretical modelling of reion-
ization, partly stemming from uncertainty in the relevant
parameters and partly from the complexity of the interac-
tion between different physical processes.

In this paper, we combine these different pieces of obser-
vational evidence in order to quantify our uncertainty on the
reionization history. Given the numerous sources of astro-
physical uncertainty, we argue that it is presumptive to claim
that we can use analytic models to definitively constrain
reionization in detail (e.g. Choudhury & Ferrara 2005). In-
stead we propose arbitrary forms for the evolution of ionizing
photon production. Using these arbitrary forms, we define
the space of plausible models that fit the current data. We
focus on the Lyα forest and CMB observations which most
tightly constrain reionization, and which are most readily
predicted by an analytic model. We use a likelihood based
analysis to place constraints on the ionization history, con-
sidering two different source modelling parametrizations, in
order to assess the systematic uncertainty in our conclusions.

Having made explicit the bounds of our ignorance in the
ionization history, we explore the implications for the signal-
to-noise ratio (S/N) that future 21 cm experiments might
achieve at different redshifts. Finally, we turn this problem
around and ask what 21 cm experiments will tell us about
the reionization history that was not already implicit in our
existing observations.

The layout of this paper is as follows. In §2 we discuss
the current observational constraints on reionization that we
will be using in our analysis. We then discuss in §3 the for-
malism for using these constraints to infer the ionization his-
tory given a particular model for reionization. In §4, we use
this formalism to place constraints on model parameters and
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Figure 1. Evolution of WMAP 1− σ constraints on the optical
depth τCMB and, for comparison, the predicted error for Planck.

calculate probability distributions for the neutral fraction in
different redshift bins. This is then used to make predictions
for upcoming 21 cm instruments. Finally, we conclude in §5.
The explicit details of our model of reionization are left to
appendix A.

Throughout this paper, we assume a cosmology with
Ωm = 0.3, ΩΛ = 0.7, Ωb = 0.046, H = 100h km s−1 Mpc−1

(with h = 0.7), nS = 0.95, and σ8 = 0.8, consistent with the
latest measurements (Komatsu et al. 2009).

2 OBSERVATIONAL CONSTRAINTS ON

REIONIZATION

We now turn to the existing observational constraints on
reionization. Constraints on reionization fall into two main
types: those, like τCMB, that depend solely upon the ion-
ization history xi(z) and those, like the Lyα forest, that
constrain the sources and ionizing background that drives
reionization. In this section, we discuss existing and future
constraints and specify the data sets that we will use for our
inference. We defer the details of our model of reionization
to Appendix A.

Perhaps the most robust constraint on reionization
comes from WMAP measurements of the optical depth to
the surface of last scattering. Figure 1 graphically illustrates
the evolution of measurements of τCMB . Following the inclu-
sion of improved polarisation measurements in WMAP3, the
best fit value appears to have stabilised with the WMAP5
value τCMB = 0.087 ± 0.017 (Dunkley et al. 2009). Planck,
which will have better polarisation sensitivity, should im-
prove this significantly with Fisher matrix calculations pre-
dicting constraints at the level of στ = 0.005 (e.g. Colombo
et al. 2008), although this may degrade to στ = 0.01 once
foreground modeling is included (Tegmark et al. 2000).

Since observations suggest reionization is essentially
complete by z ≈ 6.5, only a fraction of τCMB requires further
explanation. Assuming hydrogen and HeI are fully ionized
by z = 6.5 and that HeII reionization occurs at z = 3 gives
τCMB = 0.044. This leaves about half of the observed optical
depth ∆τ ≈ 0.043 to be explained by ionization at higher
redshifts.

In the instantaneous model used by the WMAP5 analy-
sis (Dunkley et al. 2009), the observed τCMB corresponds to
a reionization redshift of zri = 11± 1.4. For more extended
models of reionization, such as those of Furlanetto (2006),
full reionization occurs later, but with a significant tail to
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Figure 1. Simulated maps of the density, halo, ionization, and 21 cm fields. Each map is 130 Mpc/h on a side and is drawn from a simulation snapshot at z = 7.32 at
which point 〈xi〉 = 0.54 in our model. The density, ionization, and 21 cm maps are each 1 cell thick (0.25 Mpc/h), while the halo field is from a 60 cell (15 Mpc/h)
wedge. On large scales, the bright regions in the overdensity map tend to have more halos, be ionized, and be dim in 21 cm. The correspondence between the bright
regions in the halo field, and the dim regions in the 21 cm field, is the signal we characterize and quantify in this paper.
(A color version of this figure is available in the online journal.)

slices through our simulated density, halo, ionization, and
21 cm fields. Here one can clearly see that the bright regions in
the halo map correspond to dim regions in the 21 cm map, while
dim regions in the halo map correspond to bright regions in the
21 cm map. This anticorrelation is the signal we characterize and
calculate in the present paper. As one can see from the panels
of Figure 1, the anticorrelation arises because galaxies are more
abundant in large-scale overdense regions, which hence ionize
before typical regions. As a result, the overdense regions contain
less neutral hydrogen during reionization, and emit more dimly
in 21 cm than typical regions, while containing more galaxies
(see also Wyithe & Loeb 2007).

In order to quantify these visual impressions, we calculate and
show the 21 cm galaxy cross-power spectrum in Figure 2. The
top panel shows the absolute value of the 21 cm galaxy cross-
power spectrum, as well as the individual terms of Equation (1).
The bottom panel shows the cross-correlation coefficient be-
tween the two fields, r(k) = P21,gal(k)/[P21(k)Pgal(k)]1/2. In
estimating the cross-correlation coefficient here and throughout
this paper, we subtract shot noise from the galaxy power spec-
trum (before calculating r(k)) assuming that it is Poisson—i.e.,
we assume Pshot = 1/ngal, where ngal is the abundance of halos
above Mg,min.

The figure reveals several interesting features of the signal.
On large scales the 21 cm field is anticorrelated with the galaxy
field. As explained and visualized in Figure 1, this occurs
because galaxies form first, and ionize their surroundings, in
overdense regions. On small scales, the 21 cm and galaxy fields
are roughly uncorrelated. We can understand this by examining
the small-scale behavior of the constituent terms, as shown
in the top panel. The cross-power spectrum between neutral
hydrogen fraction and galactic density (∆2

x,gal(k), the x-gal term)
turns over on small scales, as indicated by the blue-dashed
line. This behavior is naturally similar to that of the density-
ionization cross-power spectrum, which turns over on scales
smaller than the size of the H ii regions during reionization
(Furlanetto et al. 2004; Zahn et al. 2007). The correlations
die off on sub-bubble scales because the entire interior of
each H ii region is highly ionized, irrespective of the interior
density and galaxy fields. For comparison, we additionally plot
the cross-power spectrum between neutral hydrogen fraction
and matter density. This resembles the cross-power spectrum
between neutral hydrogen fraction and galactic density, but
it turns over on slightly smaller scales. As we discuss in
Section 4 and Section 6.1, the turnover is on smaller scales
owing to ionized bubbles around low-mass halos, which host

inhomogeneity makes statistics
important...
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Figure 12: Using Lyman-α absorption in quasar spectra to probe the ionization state of the IGM. This figure
from White et al. (2003) shows the observed spectrum of a z = 6.28 quasar (solid curve), and the expected
unabsorbed emission (dashed curve), based on an average over many quasars seen at lower redshifts. The
unabsorbed emission is a sum of smooth emission (the “continuum”, dotted curve) plus emission features
from atomic resonances (“emission lines”).

3 Probing the Diffuse Intergalactic Hydrogen

3.1 Lyman-alpha absorption

Resonant Lyman-α absorption has thus far proved to be the best probe of the state of the IGM. The optical
depth to absorption by a uniform intergalactic medium is

τs =
πe2fαλαnH I (z)

mecH(z)
(31)

≈ 6.45 × 105xH I

(

Ωbh

0.0315

) (

Ωm

0.3

)−1/2 (

1 + z

10

)3/2

,

where H ≈ 100h km s−1 Mpc−1Ω1/2
m (1 + z)3/2 is the Hubble parameter at redshift z; fα = 0.4162 and

λα = 1216Å are the oscillator strength and the wavelength of the Lyman-α transition; nH I (z) is the neutral
hydrogen density at z (assuming primordial abundances); Ωm and Ωb are the present-day density parameters
of all matter and of baryons, respectively; and xH I is the average fraction of neutral hydrogen. In the second
equality we have implicitly considered high redshifts.

Lyman-α absorption is thus highly sensitive to the presence of even trace amounts of neutral hydrogen.
The lack of full absorption in quasar spectra then implies that the IGM has been very highly ionized during
much of the history of the universe, from at most a billion years after the big bang to the present time.
At redshifts approaching six, however, the optical depth increases, and the observed absorption becomes
very strong. An example of this is shown in Figure 12, where an observed quasar spectrum is compared to
the unabsorbed expectation for the same quasar. The prominent Lyman-α emission line, which is produced
by radiating hot gas near the quasar itself, is centered at a wavelength of 8850Å, which for the redshift
(6.28) of this quasar corresponds to a rest-frame 1216Å. Above this wavelength, the original emitted quasar
spectrum is seen, since photons emitted with wavelengths higher than 1216Å redshift to higher wavelengths
during their journey toward us and never encounter resonance lines of hydrogen atoms. Shorter-wavelength
photons, however, redshift until they hit the local 1216Å and are then absorbed by any existing hydrogen
atoms. The difference between the unabsorbed expectation and the actual observed spectrum can be used
to measure the amount of absorption, and thus to infer the atomic hydrogen density. For this particular
quasar, this difference is very large (i.e., the observed flux is near zero) just to the blue of the Lyman-α
emission line.
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Inference

Observational constraints on reionization 3

Temperature constraints? These come from z <

4 Lya forest measurements. Not sure whether these
would be useful as well. They basically constrain
reionization if it happens too early, since then the
IGM cools down too far. Would be fairly straight-
forward to model the temperature evolution pro-
vided the heating comes from photoionization. He-
lium reionization is likely to be important to this
as well, so an extra level of complexity would be
required.

Our approach is different from that of (Choudhury &
Ferrara 2005, 2006) who attempt to model a diverse set
of observational data self-consistently. They account for
quasars and temeprature constraints, but quote only a best
fit model giving no indication of the uncertainty from their
model.

3 INFERENCE OF IONIZATION HISTORY

We wish to attempt predictions for 21 cm observations. To
do this we make use of Bayes theorem

p(w|D, M) =
p(D|w, M)p(w|M)

p(D|M)
, (2)

where M is a model with parameters w and D is the com-
bination of constraints on Γ−12 and τ . Since each model
provides a definite prediction for xi(z) this allows us to cal-
culate the probability distribution for xi at a given redshift
from

p(xi|M) =

Z
dw p(w|D, M)δ[xi(w|M)− xi] (3)

The evidence p(D|M) provides an overall normalization
for the poterior probability p(w|D, M). We must specify our
prior p(w|M) on the space of model parameters. For sim-
plicity, we take flat priors over a specified range for each
parameter, thus p(w|M) = const. Our choice of prior should
only be important if the data only weakly constrains the
ionization history.

It is very difficult to escape the need for highly arbitrary
forms for our modeling of Ṅion . The evolution of sources is
likely to be complex and to be resistant to description by a
small set of numbers. However, by looking at a handful of
models and seeing if the predictions are relatively consistent,
we can still hope to obtain meaningful predictions.

Calculate p(D|M) from liklihood assuming Gaus-
sian errors

final piece of inference is to look at evidences
and see if the data favours one parametrization over
another

The evidence for a given model M with parameters w

can be calculated from

p(D|M) =

Z
dw p(D|w, M)p(w|M). (4)

This gives a measure of how well the model fits the data
given the priors and can be used to distinguish which of
several models provides a better fit to the data. Since the
priors enter in the evidence allows a way of determining
whether adding extra parameters to a model is useful or
simply gives too much flexibility to the model.

4 MODELING REIONIZATION

It has been customary to treat, the more directly con-
strained, Γ as primary and use it to derive constraints on
the emission rate of ionizing photons per unit comoving vol-
ume Ṅion. This is then used to calculate the HII region filling
fraction QHII using

dQHII

dt
=

Ṅion

nH(0)
−QHIICHIInH(0)(1 + z)3αA(T ). (5)

Note that we assume case-A recombination.
Unfortunately, it is difficult to convert constraints on Γ

into robust constraints on xe(z) at z > 6 since reionization
is an extremely inhomogeneous process and the distribution
of different HII bubble sizes must be taken into account. At
z < 6 once the bubbles have percolated this conversion is
more tractable. Hence, we will take Nion to be our primary
input given a presciption for source evolution and use it to
calculate the corresponding Γ values.

This is done following the approach of Bolton &
Haehnelt (2007). We use the relation

Ṅion = 1051.2 Γ−12

“αS

3

”−1
„

αb + 3
6

« „
λmfp

40Mpc

«−1
„

1 + z

7

«−2

s−1 Mpc−3

(6)
to connect Γ and Ṅion. Here αS is the spectral index of the
source and αB is the effective spectral index of the ionizing
radiation, which may be different from that of the sources
due to reprocessing of the emitted radiation. For this to
be applied we must model the mean free path for ionizing
photons. This is based upon the post-overlap reionization
model of (Miralda-Escudé et al. 2000). In this picture, the
mean free path of a photon is given by

λmfp = λ0(1 + z)[1− FV (∆ < ∆i)]
−2/3

. (7)

Here FV (∆i) is the fraction of gas by volume contained in
regions with density ∆ < ∆i. Calculating this requires a
knowledge of the probability distribution of dense regions
PV (∆), which we take from (Miralda-Escudé et al. 2000).

Following the argument of Furlanetto & Oh (2005), we
associate the column density of a Lyman limit system to the
critical density by assuming that the characteristic size is the
local Jeans length (Schaye 2001) and that photoionization
equilibrium holds. This gives the critical overdensity for a
self-shielding clump as

∆i ≈ 49.5

„
T

104 K

«
0.13

„
1 + z

7

«−3

Γ2/3

−12
. (8)

Although in Miralda-Escudé et al. (2000) they take
λ0H(z) = 60 km s−1, the analysis of Furlanetto & Oh
(2005) shows that this is likely a factor of two too large.
This is important, since this value feeds into the connec-
tion between Γ−12 and Ṅion. An extra factor of two in λ0

translates into almost an extra factor of two flexibility in
Ṅion.

Here we are correcting for the distribution of systems
with differing column density to incorporate the cumulative
effect of lower column-density systems. The more precise
absorption probability per unit length λ−1

0
, for a photon at

the hydrogen ionization absorption edge is (Miralda-Escudé
2003)

1
λ0

=

R∞
0

dτ τ−2β/3(1− e
−τ )R∞

1
dτ τ−2β/3λLLS

=
2.0

λLSS

, (9)
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ABSTRACT

Explore impact of 21 cm observations on reionization history given current CMB
and Lya forest constraints.

1 INTRODUCTION

The layout of this paper is as follows. In §2 we recap the cur-

rent observational constraints on reionization that we will be

using in our analysis. We then discuss in §3 the formalism for

using these constraints to infer the ionization history given

a particular model for reionization. How to model reioniza-

tion given a population of sources is the topic of §4, which

sets the framework for the models of sources that we dis-

cuss in §5. In §6, we use this formalism to place constraints

on model parameters and calculate probability distributions

for the neutral fraction in different redshift bins. Finally, we

conclude in §8.
Throughout this paper, we assume a cosmology with

Ωm = 0.3, ΩΛ = 0.7, Ωb = 0.046, H = 100h km s
−1

Mpc
−1

(with h = 0.7), nS = 0.95, and σ8 = 0.8, consistent with the

latest measurements (Spergel et al. 2007).

More natural organisation of paper is to 1) de-

scribe method for inferring ionization history 2) de-

scribe observational constraints in detail 3) describe

modeling in detail 4) describe results for different

models for ionization history 5) describe ”predic-

tions” for 21 cm observations and some sensitivity

calculation 6) conclude.

2 OBSERVATIONAL CONSTRAINTS ON

REIONIZATION

Need to resolve exactly what each probe constrains

and how they interconnect. What does CMB optical

depth really respond to? Volume weighted neutral

fraction maybe?

Constraints on reionization group into two types: those

that constrain the free electron fraction xe(z) and those that

constrain the astrophysical sources driving reionization. In

the first category, we place CMB constraints on the optical

depth to the surface of last scattering

τCMB =

Z
zCMB

0

dz
dt

dz
xe(z)nH(z)σT . (1)

Note that this constrains the average free electron fraction

Figure 1. CMB 1− σ constraints on the optical depth τCMB.

xe(z) via an integral over redshfit. It thus contains informa-

tion about Helium reionization at z ∼ 3 and any exotic pro-

cesses before star formation begins at z ∼ 25. Inconsistency

between the value of τCMB and other constraints on the ion-

ization history during reionization would thus be indicative

that other processes were responsible for modifying the ion-

ization history at high redshift. Figure 1 shows a graphical

summary of CMB constraints on the optical depth.

The WMAP5 observation constrains τCMB = 0.087 ±
0.017 (Dunkley et al. 2009). This represents a significant

improvement in precision on the WMAP3 value of τCMB =

0.09± 0.03 (Spergel et al. 2007), most of which comes from

improved measurement of the TE and EE power spectra. In

the near term, we expect only incremental improvements due

to increased integration time in this constraint from WMAP.

Planck, however, will have considerably better polarisation

sensitivity and predictions are for constraints at the level
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Constraining reionization

• Universe most likely ionized by z=8 
• Mid-point of reionization typically 
  occurs around z=9-11
• Reionization is extended

combining data sets consistently is important
for calibrating models and fully exploiting observations

8 Jonathan R. Pritchard, Avi Loeb, and Stuart Wyithe

Figure 8. Redshift evolution of xi (top panel) and Ṅion (bottom
panel) for the best fitting history for the ζ (red curves) and Ṅion

(blue curves) models. Different combinations of data are plotted:
Lyα forest + WMAP5 (solid), Lyα forest (excluding z = 6) +
WMAP5 (dotted), and Lyα forest + Planck (dashed). Error bars
show the constraints on Ṅion from Table 3.

Figure 9. Marginalised PDF of xi(z) = 0.5. ζ model (top panel)
and Ṅion model (bottom panel). Same line conventions as for
Figure 6.

in the more flexible Ṅion model. This is a strong indica-
tion of how parametrization dependent our results are (note
that using a power law for ζ leads to similar constraints
as a power law in Ṅion). Regardless of the parametrization,
the Universe is likely to have been fully ionized by z = 8,
p(xi(z = 8) > 0.99) � 0.5.

Figure 10. Confidence intervals at the 95% (dotted curves) and
68% (dashed curves) levels and median history (solid curve) for
the ionization history for the ζ model (top panel) and Ṅion model
(bottom panel) using Lyα forest and WMAP5.

Although having a constraint on the ionization history
is useful, it is advantageous to map this into the expected
amplitude of the 21 cm brightness temperature power spec-
trum P21. In order to achieve this mapping, we need two
pieces of information: the evolution of the mean brightness
temperature and a mapping between xi(z) and the ampli-
tude of the fluctuations on a given scale. Predicting the evo-
lution of the mean brightness temperature requires, in ad-
dition to a knowledge of xi(z), information about the IGM
temperature and the Lyα background responsible for cou-
pling the spin and kinetic temperatures. There is consid-
erable uncertainty in predicting these quantities (see e.g.
Furlanetto 2006; Pritchard & Furlanetto 2007; Pritchard &
Loeb 2008), so we will instead naively assume that the gas
has been heated to Tk � TCMB and that TS = Tk as a
result of strong Wouthysen-Field coupling. With these as-
sumptions, we have

Tb = 27 xHI

„
Ωbh

2

0.023

« „
0.15

Ωmh2

1 + z
10

«
1/2

mK. (6)

To map a given xi(z) into the desired P21(k, z), we assume
the validity of the analytic model of Furlanetto et al. (2004)
to calculate the power spectrum of the ionized component
Pxx. This model, based on the excursion set formalism, has
been shown to provide a good match to numerical simula-
tions of reionization (Zahn et al. 2007; Santos et al. 2007).
Moreover it has been shown that the spectrum of fluctua-
tions can be well modelled given only xi; it is surprisingly
robust to other astrophysical parameters once xi has been
fixed (McQuinn et al. 2007). We numerically build a lookup
table specifying P21 as a function of z and xi, which is then
used to map our constraints on xi into constraints on P21(k),
where we fix k = 0.1 Mpc−1 a scale roughly in the center of
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High redshift galaxies

High-z surveys constrain galaxy luminosity function 
e.g. HST+WFC3
=> JWST

!z ¼ 1:5, search area of 100 arcmin2, and bias of 7 (which is ap-
propriate for sources with volume densities of "10#3.5 Mpc#3;
e.g., Mo &White 1996; Somerville et al. 2004; Trenti & Stiavelli
2008), we estimate a 1 ! rms uncertainty of "30% in the "k’s
due to field-to-field variations (see also estimates in Bouwens
& Illingworth 2006). At z " 9, these uncertainties are "20%
assuming a redshift selection window with width !z ¼ 2 (see
Bouwens et al. 2005).

Uncertainties in our effective volume estimates derive primar-
ily from our imperfect knowledge of the size (or surface bright-
ness) distribution of star-forming galaxies at z k 7.6 Fortunately,
the mean size of star-forming galaxies at zk 4 show a good cor-
relationwith redshift [i.e., mean half-light radius/(1þ z)#1:1%0:3

for fixed luminosity; Bouwens et al. 2006] and we can make a
reasonable estimate for what the size (surface brightness) distribu-
tion of galaxies is at z k 7. Nonetheless, this distribution is at least
as uncertain as the error on the size-redshift scaling. Propagating
the error on this scaling into the size distributions assumed in our
effective volume estimates, we estimate an rms uncertainty of
17% in the selection volume at z " 7 and 15% at z " 9 due to the
uncertainties in the size (surface brightness) distribution. Together
the size and large-scale structure uncertainties add an uncertainty
of 34% and 25% rms to each bin of the rest-frameUVLF at z " 7
and z " 9, respectively. These uncertainties have been added in
quadrature with those deriving from the small number statistics.
They are given in Table 3.

These LFs are also presented in Figure 4 with the magenta
points for our z " 7 LF and black downward arrows for the con-
straints on the z " 9 LF. A comparison with previous determina-
tions at z " 4, z " 5, and z " 6 from Bouwens et al. (2007) is
also included on this figure for context. Although the error bars
for individual points in the LF at z " 7 are still quite sizeable,
there is strong evidence that the UV LF at z " 7 is different from

the UV LF at z " 6 (99% confidence) and thus there is evolution
from z " 7 to z " 6. We determined this confidence level by find-
ing the value of M & and"& whichminimizes the total#2 evaluated
for our i- and z-dropout LFs and then looking at the probability of
obtaining the resultant reduced-#2 purely by chance. This con-
clusion was already drawn by Bouwens & Illingworth (2006) on
the basis of a smaller but very similar selection of galaxies.

4.2. Schechter Determinations

We now attempt to express the results of our search for z k 7
galaxies using a Schechter parameterization. The Schechter pa-
rameterization is convenient since it is much more amenable to
interpretation than stepwise LFs are. Of course, it is not at all
clear from the stepwise LFs derived in x 4.1 (particularly given
the sizeable observational uncertainties) that theUVLF at z k 7 is
well described by a Schechter function (see discussion in x 5.5).
As with our stepwise determinations, we calculate the expected

surface density of dropouts given a model LF by using equa-
tion (1) and expressing the Schechter function in stepwise form.
For convenience, we have decided to bin the surface density of
galaxies in magnitude intervals of width 0.1 mag. Use of sub-
stantially finer bins does not have a noticeable effect on the re-
sults. Because of the size of current z " 7Y10 samples and limited
luminosities (P#19 AB mag) to which we can probe, we cannot
hope to obtain very strong constraints on the faint-end slope of the
LF at z k 7 and therefore it makes sense for us to fix it to some
fiducial value.We adopt#1.74, which is the faint-end slope of the
UV LF at z " 6 determined by Bouwens et al. (2007) using the
HUDF and a large number of deep ACS fields. Later we will
investigate the sensitivity of our results to the assumed faint-
end slope.
Our best-fit Schechter parameters at z " 7 for our z-dropout se-

lection areM &
AB¼#19:8% 0:4magand"&¼ 0:0011þ0:0017

#0:0007Mpc#3

for a fixed faint-end slope $ ¼ #1:74. The 68% and 95% likeli-
hood contours for these parameters are given in Figure 5 and
compared with our previous determinations from our B-, V-, and
i-dropout selections at z " 4, z " 5, and z " 6, respectively
(Bouwens et al. 2007). The best-fit values are also given in Table 4.
Large-scale structure uncertainties resulting from field-to-field
variations were estimated using Monte Carlo simulations (Ap-
pendix A) and incorporated into the uncertainties quoted above.
While the best-fit value for "& is very similar to that found at z " 4
for the Bouwens et al. (2007) B-dropout selections, the best-fit
value for M &

UV is 1:2 % 0:4 mag fainter than the value of M &
UV

(=#20:98 % 0:07 mag) found at z " 4 by Bouwens et al. (2007)
and 0:4 % 0:4 mag fainter than the value of M &

UV (=#20:24 %
0:19 mag) found at z " 6 by Bouwens et al. (2007). This suggests
that the brightening we observe in M &

UV from z " 6 to z " 4
(Bouwens et al. 2006, 2007) is also seen from z " 7. Of course,
we must admit that we are somewhat surprised that our best-fit
Schechter parameters are in such excellent agreement with an
extrapolation of lower redshift trends! It would suggest that our
z-dropout sample may largely be made up of star-forming gal-
axies at z " 7 aswe have argued in xx 3.3 and 3.4 (i.e., the number
of low-redshift interlopers is small) and that the effective volumes
we have estimated for this sample are reasonably accurate (see
also discussion in Appendix B).
Given the small size of current z-dropout samples, it may seem

surprising that we are able to obtain any constraint at all on the
shape on the UV LF at z " 7. Fortunately, the large luminosity
range over which we have constraints on the surface density of
dropouts (i.e., from 25 to 28 AB mag) largely makes up for
what we lack in statistics. These constraints can be helpful,
even brightward of 26.0 AB mag, where our z-dropout sample

Fig. 4.—Determinations of the rest-frame UV luminosity function (LF) at
z " 7 using both a Schechter parameterization (magenta line) and in stepwise
form (magenta circles with 1 ! error bars). Note that the stepwise and Schechter
determinations of the LF are determined separately (i.e., our Schechter LF fits are
not obtained through fits to our stepwise LFs). The lines are not fits to the points.
The 1! upper limits on the bright end of theUVLF at z " 7 and at z " 9 are shown
with the downward arrows inmagenta and black, respectively. For context, we have
included the rest-frame UV LFs determined by B07 at z " 4 (red symbols), z " 5
(green symbols), and z " 6 (red symbols).

6 Uncertainties in the UV color distribution also contribute to the overall error
budget for our effective volume estimates, but they are smaller in general (e.g.,
see x 5.2).

BOUWENS ET AL.238 Vol. 686

Bouwens+ 2007

Even JWST will miss faintest 
galaxies at high redshiftsBunker+ 2009, Bouwens+2009

No. 1, 2000 IDENTIFYING REIONIZATION REDSHIFT 23

FIG. 1.ÈRedshift evolution of the SFR (in yr~1 per comovingM
_Mpc3). Points with error bars are observational estimates (compiled by

Blain et al. 1999). Also shown are model predictions for a reionization
redshift (solid curves), 10 (dashed curves), and 13 (dotted curves),zreion \ 7
with a star formation efficiency of g \ 10%. In each pair of curves, the
upper shows the total SFR, and the lower the fraction detectable with
NGST at a limiting point-source Ñux of 0.25 nJy.

dial gas at and it is smaller at However,z \ zreion, z [ zreion.
the recycled gas contribution to the detectable SFR is domi-
nant at the highest redshifts, since infalling halos more
massive than dominate the star formation in theMmin(z)
most massive halos, and only these most massive halos are
bright enough to be detected from the pre-reionization era.
Although most stars at form out of primordial,z Z zreionzero-metallicity gas, a majority of stars in detectable gal-
axies may form out of the small gas fraction that has
already been enriched by the Ðrst generation of stars.

Points with error bars in Figure 1 are observational esti-
mates of the cosmic SFR per comoving volume at various
redshifts (see Blain et al. 1999 for the original references).
The highest SFR estimates at z D 3È4 are based on sub-
millimeter observations or on extinction-corrected obser-
vations at shorter wavelengths, and all are fairly uncertain.
We choose g \ 10% to obtain a rough agreement between
the models and these observations. The SFR curves are
roughly proportional to the value of g. Note that in reality,
g may depend on the halo mass, since the e†ect of super-
nova feedback may be more pronounced in small galaxies.

Figure 1 shows a sharp rise in the total SFR at redshifts
higher than Although only a fraction of the total SFRzreion.
can be detected with NGST , the detectable SFR displays a
deÐnite signature of the reionization redshift. As noted in
° 2, if quasars were abundant before reionization, then stars
may have formed in smaller halos through cooling6H2(Haiman et al. 2000). In this case, the SFR rise would be
even larger than in the cases shown in Figure 1, but the

6 Note, however, that the harder quasar spectra may lead to broader
ionization fronts and to preheating of the neutral IGM that would
suppress gas infall into the lowest mass halos. This negative e†ect was not
considered by Haiman et al. (2000).

detected SFR would be essentially unchanged, since the
additional galaxies would be extremely faint.

Most of the increase in SFR beyond the reionization red-
shift is due to star formation occurring in very small, and
thus faint, galaxies. This evolution in the faint luminosity
function constitutes the clearest observational signature of
the suppression of star formation after reionization. Figure
2 shows the predicted luminosity function of galaxies at
various redshifts. The curves show whered2N/(dz d log Flps),N is the total number of galaxies in a single Ðeld of view of
NGST . Results are shown at redshift z \ 7 (Fig. 2, solid
curves) or 13 (dashed curves). In each pair of curves, the
upper curve at 0.1 nJy assumes a permanently neutral IGM
(i.e., and the lower one assumes a permanentlyzreion > z),
fully ionized IGM (i.e., Although our modelszreion ? z).
assign a Ðxed average luminosity to all halos of a given
mass and redshift, in reality such halos would have some
dispersion in their merger histories and thus in their lumi-
nosities. We thus include smoothing in the plotted lumi-
nosity functions, assuming that the Ñux of each halo can
vary by up to a factor of 2 around the mean for the set of
halos with its mass and redshift. As noted in ° 2, if star
formation is episodic, then the distribution of Ñuxes about
the mean could have a signiÐcant tail toward high lumi-
nosities. Note the enormous increase in the number density
of faint galaxies in a pre-reionization universe. Observing
this dramatic increase toward high redshifts would consti-
tute a clear detection of reionization and of its major e†ect
on galaxy formation. The e†ect is greatest below a Ñux limit
of 1 nJy, and detecting it therefore requires the capabilities
of an 8 m NGST . In the case of e†ective cooling beforeH2reionization, the luminosity functions in a neutral IGM
would follow the corresponding curves in Figure 2 down to
their peaks, but they would continue to rise toward even

FIG. 2.ÈPredicted luminosity function of galaxies at a Ðxed redshift.
With g \ 10%, the curves show where N is the totald2N/(dz d log Flps),number of galaxies in a single Ðeld of view of NGST , and is the limitingFlpspoint source Ñux at 0.6È3.5 km for NGST . Results are shown at redshift
z \ 7 (solid curves) or 13 (dashed curves). In each pair of curves, the upper
one at 0.1 nJy assumes a permanently neutral IGM (i.e., and thezreion > z),
lower one assumes a permanently fully ionized IGM (i.e., zreion ? z).

Barkana & Loeb 2000

Full SFR

SFR seen
by JWST

First Epoch HUDF09: z850-dropouts 3

(z850 − Y105)>−1.1 + 4(Y105 − J125)

S/N(J125) > 5 ∧ S/N(Y105) > 5

S/N(V606) < 2 ∧ S/N(i775) < 2

These criteria select galaxies from z ∼ 6.4− 7.3 with a
median redshift of 〈z〉 = 6.8, see inset in Fig. 1.

After rejecting spurious sources such as diffraction
spikes of stars and one probable supernova, we find 16
z ∼ 7 candidates between J125= 26.2 − 29.2 mag. Their
properties are listed in Table 1 and postage stamps of all
candidates are shown in Fig. 2.

It is reassuring that all z ∼ 7 galaxy candidates, which
have been identified in previous work are confirmed to be
secure high redshift candidates (see Table 1). We show
in Fig. 3 a comparison of the NICMOS observations with
the WFC3 data for the brightest candidates in order to
visualize the enormous improvement in data quality pro-
vided by WFC3/IR. The new data allow us to probe to
much fainter limits. While in previous studies only two
galaxies were identified beyond a magnitude of 27.5, of
which one is only marginally detected (Bouwens et al.
2008; Oesch et al. 2009), the current WFC3 sample in-
cludes 11 such faint objects, resulting in much better
constraints on the luminosity function at z ∼ 7.

2.3. Sources of Sample Contamination

Previous z ∼ 7 selections have suffered from several
possible sources of contamination, such as (1) spurious
detections, (2) cool dwarf stars, (3) intermediate redshift
galaxies with red NIR colors, (4) lower redshift sources
which scatter into the selection due to photometric er-
rors, and (5) high redshift supernovae. Our HUDF09
WFC3/IR observations are much less affected by these
problems as we briefly discuss below.

(1) The sources presented in this paper are virtually
all > 5σ detections in three bands, which have been
obtained with different dither positions, and the noise
properties of WFC3/IR are much better behaved than
in NICMOS data. Thus we rule out that any of our
source is a spurious detection or is caused by an image
artefact.

(2) As can be seen in Fig. 1, dwarf stars occupy a
different locus in the z850 − Y105 vs. Y105 − J125 dia-
gram than high redshift galaxies. The J125 band probes
short enough wavelengths that it is not dominated by the
strong absorption bands of dwarf star SEDs. Therefore,
it is very unlikely that any such source contaminates our
sample.

(3)+(4) The z ∼ 7 galaxy candidates are covered with
three bands, all showing colors bluer than expected for
possible low redshift contaminants. Based on our simu-
lations it is very unlikely that any of these galaxies are
lower redshift interlopers.

(5) Since our WFC3/IR observations are taken much
later than the already existing optical data, supernovae
are a potential source of contamination of our sample.
Following the calculation in Bouwens et al. (2008), how-
ever, only 0.012 sources are expected to be found per
arcmin2, which results in ∼ 0.06 expected supernovae.
Fortunately, at the bright end, such sources can be elim-
inated by comparison to the existing NICMOS images.
Indeed, we find one such source, which shows a stellar
profile and, with J125=26.2 mag, should have been se-
curely detected in the previous NICMOS images of the

Fig. 2.— Postage stamps of all z ∼ 7 galaxy candidates in B435,
V606, i775, z850, Y105, J125, and H160. The sizes of the images are
2.′′2× 2.′′2.

HUDF (see Table 1 and Figure 3). We exclude this source
from our subsequent analysis, but list it here because of
its potential interest.

3. THE Z ∼ 7 LBG LUMINOSITY FUNCTION

As in Oesch et al. (2007, 2009) completeness, C, and
magnitude dependent redshift selection probabilities, S,
for our sample are derived from simulations in which we
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These criteria select galaxies from z ∼ 6.4− 7.3 with a
median redshift of 〈z〉 = 6.8, see inset in Fig. 1.

After rejecting spurious sources such as diffraction
spikes of stars and one probable supernova, we find 16
z ∼ 7 candidates between J125= 26.2 − 29.2 mag. Their
properties are listed in Table 1 and postage stamps of all
candidates are shown in Fig. 2.

It is reassuring that all z ∼ 7 galaxy candidates, which
have been identified in previous work are confirmed to be
secure high redshift candidates (see Table 1). We show
in Fig. 3 a comparison of the NICMOS observations with
the WFC3 data for the brightest candidates in order to
visualize the enormous improvement in data quality pro-
vided by WFC3/IR. The new data allow us to probe to
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galaxies were identified beyond a magnitude of 27.5, of
which one is only marginally detected (Bouwens et al.
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cludes 11 such faint objects, resulting in much better
constraints on the luminosity function at z ∼ 7.
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detections, (2) cool dwarf stars, (3) intermediate redshift
galaxies with red NIR colors, (4) lower redshift sources
which scatter into the selection due to photometric er-
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WFC3/IR observations are much less affected by these
problems as we briefly discuss below.

(1) The sources presented in this paper are virtually
all > 5σ detections in three bands, which have been
obtained with different dither positions, and the noise
properties of WFC3/IR are much better behaved than
in NICMOS data. Thus we rule out that any of our
source is a spurious detection or is caused by an image
artefact.

(2) As can be seen in Fig. 1, dwarf stars occupy a
different locus in the z850 − Y105 vs. Y105 − J125 dia-
gram than high redshift galaxies. The J125 band probes
short enough wavelengths that it is not dominated by the
strong absorption bands of dwarf star SEDs. Therefore,
it is very unlikely that any such source contaminates our
sample.

(3)+(4) The z ∼ 7 galaxy candidates are covered with
three bands, all showing colors bluer than expected for
possible low redshift contaminants. Based on our simu-
lations it is very unlikely that any of these galaxies are
lower redshift interlopers.

(5) Since our WFC3/IR observations are taken much
later than the already existing optical data, supernovae
are a potential source of contamination of our sample.
Following the calculation in Bouwens et al. (2008), how-
ever, only 0.012 sources are expected to be found per
arcmin2, which results in ∼ 0.06 expected supernovae.
Fortunately, at the bright end, such sources can be elim-
inated by comparison to the existing NICMOS images.
Indeed, we find one such source, which shows a stellar
profile and, with J125=26.2 mag, should have been se-
curely detected in the previous NICMOS images of the

Fig. 2.— Postage stamps of all z ∼ 7 galaxy candidates in B435,
V606, i775, z850, Y105, J125, and H160. The sizes of the images are
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HUDF (see Table 1 and Figure 3). We exclude this source
from our subsequent analysis, but list it here because of
its potential interest.

3. THE Z ∼ 7 LBG LUMINOSITY FUNCTION

As in Oesch et al. (2007, 2009) completeness, C, and
magnitude dependent redshift selection probabilities, S,
for our sample are derived from simulations in which we

Thursday, December 9, 2010



25
STScI
MAR
2009 Simulation + Lya +X-rays

Santos, Amblard, JRP, Trac, Cen, Cooray 2008

Lya & T fluctuations
can be important

25
STScI
MAR
2009 Simulation + Lya +X-rays

Santos, Amblard, JRP, Trac, Cen, Cooray 2008

Lya & T fluctuations
can be important

25
STScI
MAR
2009 Simulation + Lya +X-rays

Santos, Amblard, JRP, Trac, Cen, Cooray 2008

Lya & T fluctuations
can be important

25
STScI
MAR
2009 Simulation + Lya +X-rays

Santos, Amblard, JRP, Trac, Cen, Cooray 2008

Lya & T fluctuations
can be important

Astrophysics from the 21 cm line

Thursday, December 9, 2010



Jonathan PritchardUCB 2010

Global vs Fluctuations
COBE-FIRAS WMAP

to overlap, and (2) the excursion-set barrier (the criterion for ion-
ization) becomes, as per Furlanetto et al. (2004a),

fcoll(x1;M ; z) ! !"1; ð14Þ

where ! is some efficiency parameter and fcoll(x1;M ; z) is the frac-
tion of mass residing in collapsed halos inside a sphere of mass
M ¼ 4/3"R3#̄½1þ h$nl(x1; z)iR(, with mean physical overdensity
h$nl(x1; z)iR, centered on Eulerian coordinate x1, at redshift z.

Equation (14) is only an approximate model and makes sev-
eral simplifying assumptions about reionization. In particular, it
assumes a constant ionizing efficiency per halo and ignores spa-
tially dependent recombinations and radiative feedback effects.
It can easily be modified to include these effects (e.g., Furlanetto
et al. 2004b, 2006a; Furlanetto & Oh 2005), and we plan to do so
in future work. Here we present the simplest case in order to best
match current RT numerical simulations.

This prescription models the ionization field as a two-phase
medium, containing fully ionized regions (which we refer to as

H ii bubbles) and fully neutral regions. This is obviously much
less information than can be gleaned from a full RT simulation,
which precisely tracks the ionized fraction. However, H ii bubbles
are typically highly ionized during reionization, and formany pur-
poses (such as for 21 cm maps), this two-phase approximation is
perfectly adequate.
In order to ‘‘find’’ the H ii bubbles at each redshift we smooth

the halo field onto a 2003 grid. Then we filter the halo field using
a real-space top-hat filter, starting on scales comparable to the
box size and decreasing to grid cell scales in logarithmic steps of
width!M /M ¼ 0:33. At each filter scale, we use the criterion in
equation (14) to check whether the region is ionized. If so, we flag
all pixels inside that region as ionized.We do this for all pixels and
scales, regardless of whether the resulting bubble would overlap
with other bubbles. Note, therefore, that the nominal ionizing
efficiency ! that we use as an input parameter does not equal
(1" x̄H i)/fcoll. They typically differ by P30%, with ! fcollk 1"
x̄H i very early in reionization, with a slight inequality due to
the undercounting of photons from the overlap regions of the

Fig. 3.—Slices through the halo field from our simulation box at z ¼ 8:25. The halo field is generated on a 12003 grid and then mapped to a 4003 grid for viewing
purposes. Each slice is 100Mpc on a side and 0.25Mpc deep. Collapsed halos are shown. Left: Halo field directly filtered in Lagrangian space. Right: Map of the field to
Eulerian space according to linear theory (see x 2.4 and eq. [9]). The right panel corresponds to the bottom left (x̄H i ¼ 0:53) ionization field in Fig. 5. [See the electronic
edition of the Journal for a color version of this figure.]

Fig. 4.—Slices from the ionization field at z ¼ 6:89 created using different algorithms. All slices are 93.7 Mpc on a side and 0.37 Mpc deep, with the mean neutral
fraction in the box being x̄H i ¼ 0:49. Ionized regions are shown as white. The leftmost panel was created by performing the bubble-filtering procedure of Zahn et al.
(2007) directly on the linear density field. The second panel was created by performing their bubble-filtering procedure on their N-body halo field, but with the slightly
different barrier definition in eq. (14). The third panel was created by performing our bubble-filtering procedure described in x 3 on the same N-body halo field. The
rightmost panel (from Zahn et al. 2007) was created using an RT algorithm on the same halo field.

MESINGER & FURLANETTO668 Vol. 669

EDGES MWA11

FIG. 8: residuals at 0.5mK
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21 cm basics

11S1/2

10S1/2
n0

n1

λ = 21 cm

n1/n0 = 3 exp(−hν21cm/kTs)

ν21cm = 1, 420, 405, 751.768± 0.001 Hz

Useful numbers:

100 MHz→ z = 13

200 MHz→ z = 6

70 MHz→ z ≈ 20

Hyperfine transition of neutral hydrogen

Spin temperature describes relative occupation of levels

Precisely measured transition from water masers

tAge(z = 10) ≈ 500 Myr

tAge(z = 6) ≈ 1 Gyr

tAge(z = 20) ≈ 150 Myr

tGal(z = 8) ≈ 100 Myr
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21 cm line in cosmology

CMB acts as
back light

Neutral gas
imprints signal

Redshifted signal
detected

z = 0
ν = 100MHzν = 1.4 GHz

z = 13

TS

Tk

TbTγ

T−1
S =

T−1
γ + xαT−1

α + xcT
−1
K

1 + xα + xc

spin temperature Coupling mechanisms:
Radiative transitions (CMB)
Collisions
Wouthysen-Field effect 

Brief Article

The Author

March 23, 2010
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Wouthysen-Field Effect
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22P1/2

Hyperfine structure of HI

Field 1959

Wouthysen 1959

Resonant Lyman α scattering couples
ground state hyperfine levels

Coupling ∝ Lyα flux

TS ∼ Tα ∼ TK

W-F recoils

spin colour gas

λ = 21 cm

Thursday, December 9, 2010



Jonathan PritchardUCB 2010

Wouthysen-Field Effect

11S1/2

10S1/2

20P1/2

21P1/2

21P1/2

22P1/2

Hyperfine structure of HI

Field 1959

Wouthysen 1959

Resonant Lyman α scattering couples
ground state hyperfine levels

Coupling ∝ Lyα flux

TS ∼ Tα ∼ TK

W-F recoils

spin colour gas

λ = 21 cm

Thursday, December 9, 2010



Jonathan PritchardUCB 2010

Wouthysen-Field Effect

11S1/2

10S1/2

20P1/2

21P1/2

21P1/2

22P1/2

Hyperfine structure of HI

Field 1959

Wouthysen 1959

Resonant Lyman α scattering couples
ground state hyperfine levels

Coupling ∝ Lyα flux

TS ∼ Tα ∼ TK

W-F recoils

spin colour gas

λ = 21 cm

Thursday, December 9, 2010



Jonathan PritchardUCB 2010

Wouthysen-Field Effect

11S1/2

10S1/2

20P1/2

21P1/2

21P1/2

22P1/2

Hyperfine structure of HI

Field 1959

Wouthysen 1959

Resonant Lyman α scattering couples
ground state hyperfine levels

Coupling ∝ Lyα flux

TS ∼ Tα ∼ TK

W-F recoils

spin colour gas

λ = 21 cm

Thursday, December 9, 2010



Jonathan PritchardUCB 2010

Thermal history

• X-rays likely dominant heating source in the early universe 
   - (also Lya heating but inefficient)

mini-quasarSNRX-ray binary

• Only weak constraints from diffuse soft X-ray background
Dijkstra, Haiman, Loeb 2004

• Fiducial model extrapolates local X-ray-FIR correlation to 
  connect X-ray emission to star formation rate
   ~1 keV per baryon in stars
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X-ray heating

14/26ITAMP
APR 2008 Energy deposition

Shull & van Steenberg 1985
Valdes & Ferrara 2008

X-ray

HI
HII

e-

e-

HI

photoionization

collisional
ionization

excitation

heating

Ly!

Chen & 
Miralda-Escude 2006

heating
ionization

Ly!

•X-ray energy partitioned

other "

• X-rays ionize HeI mostly, but secondary electrons ionize HI 

• Makes X-ray pre-heating without WF coupling unlikely

• Lya from X-ray can dominate over stellar Lya near into sources

•Two phase medium: ionized HII regions and partially
   ionized IGM outside xe<0.1

• X-ray energy partitioned

Shull & van Steenberg 1985, Furlanetto & Johnson 2010

1eV=10,000 K
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21 cm global signal

Constraining massive neutrinos using cosmological 21 cm observations

Jonathan R. Pritchard∗

Harvard-Smithsonian Center for Astrophysics,

MS-51, 60 Garden St, Cambridge, MA 02138

abstract

I. INTRODUCTION

FIG. 1: default

∗
Hubble Fellow; Electronic address: jpritchard@cfa.harvard.edu

TCMB

TK

TS

collisional Lya coupling

adiabatic
cooling

X-ray heating

Main processes:
1) Collisional coupling
2) Lya coupling
3) X-ray heating
4) Photo-ionization

Furlanetto 2006
Pritchard & Loeb 2010
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Alternative scenarios

Maybe there was no
X-ray heating?

Maybe Lya photons don’t
escape their host halos?

Maybe shocks heat the IGM
long before X-ray sources 

exist?

11

FIG. 8: residuals at 0.5mK

Observations could answer
any of these questions
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Exotic physics

Exotic energy injection before
first stars switch on

Possibilities:
DM annihiliation

DM decay
Excited DM relaxation

Evaporating primodial BH
Cosmic string wakes

...

Furlanetto+ 2006
Valdes+ 2007

Finkbeiner+ 2008
Mack+ 2008

Very sensitive
 thermometer
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Experiments
Bowman & Rogers 2008

Global signal can be probed
by single dipole experiments

e.g. EDGES - Bowman & Rogers 2008
CoRE - Ekers+

Switch between sky and calibrated reference source
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Foregrounds

5

FIG. 3: Foregrounds

10 mK signal. Nonetheless, given the smooth frequency dependence of the foregrounds we are

motivated to try fitting the foreground out using a low order polynomial in the hope that this

leaves the signal behind. This has been shown by many authors to be a reasonable proceedure [?

].

FIG. 4: Residuals left over after fitting a n-th order polynomial in log ν to the foreground from the GSM.

Throughout this paper, we will fit the foregrounds using a polynomial of the form

log Tfit =

Npoly�

i=0

ai log(ν/ν0)
i. (2)

Here ν0 is a pivot scale and we will generally recast a0 → log T0 to emphasise that the zeroth order

coefficient has units of temperature. The lower panel of Figure 4 shows the residuals left over after

Modelling the sky for a global 21 cm experiment

Jonathan R. Pritchard
∗

Harvard-Smithsonian Center for Astrophysics,

MS-51, 60 Garden St, Cambridge, MA 02138

abstract

I. GALAXY SKY MODEL

We have a model for the galaxy. A plot of the galactic foreground at 100 MHz is shown in Figure

1. The foregrounds cover a dynamic range of three orders of magnitude. Note that this model is

only accurate at the level of tens of Kelvin.

FIG. 1: default

We imagine a single dipole antennae being used to observe the sky. As the earth rotates the

observation vector sketches out a closed path in galactic coordinates. Averaging over the path of a

day the dipole’s sensitivity on the sky is shown in Figure 2

Finally, we show the predicted foreground for our hypothetical experiment in Figure 3.

∗
Hubble Fellow; Electronic address: jpritchard@cfa.harvard.edu

Response of ideal dipole
at MWA site averaged over a day

Sky at 100 MHz dominated by 
galactic foregrounds

de Oliveira-Costa+ 2008
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Foregrounds vs Signal

2

FIG. 1: Comparison of foregrounds and signal

FIG. 2: Figure with residuals after fitting foregrounds. Illustrates that although overall fit of sky temperature

is good, errors in fitting the foreground propagate into errors in the fitted 21 cm signal larger than the thermal

noise. Solid and dashed curves show fits for different realisations of the noise. 3rd order polynomial.

Foregrounds smooth
Signal has structure
Separation possible...

Dynamic range >105 
needed

I. SCIENCE IMPLEMENTATION: SENSITIVITY PREDICTIONS

A. Signal modelling

Predicting the sensitivitity of a global 21 cm experiment may be split into two parts: 1) cal-

culating the raw sensitivity of the experiment to the sky temperature at the desired frequency 2)

calculating the ability of the experiment to extract useful cosmological parameters from observa-

tions. The first is governed in a straightforward manner by the radiometer equation, so that the

noise in a given frequency channel is given by

∆T =
Tsky√
∆νtobs

(1)

where Tsky is the sky temperature, ∆ν is the width of a frequency channel, and tobs is the integration

time.

The more interesting question is how to get useful information about cosmology since information

is lost during the foreground removal process.

Perhaps the key to this is deciding what parametric description of the signal to use. Foreground

removal typically leaves behind a set of residuals that are meaningless to the naked eye, but encode

information about the signal in a deterministic way. The fewer parameters needed to describe the

signal the better these parameters may be constrained, but if the parameteric form is not a good

fit to the true signal then erroneous conclusions may be drawn. This becomes especially important

when, as in our case, the foregrounds are many orders of magnitude larger than the signal.

We chose to utilise a parametric form based upon the positions of the turning points of the

signal, each characterised by a frequency and a brightness temperature. With this information

alone the basic features may be reproduced although some shape information is lost. Others are

possible and a variety of techniques should be explored once more data is available.

B. foreground fitting

How well can we remove the foregrounds? What can we learn about the signal when we’re done?

What is the optimal way to separate foregrounds from signal in a noiseless measurement.

The importance of the forgeround fitting is illustrated in Figure 4. Here a third order polynomial

for the foregrounds is being fit to a simulated sky alongside the six parameters needed to describe
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V. REIONIZATION

In this section, we will consider the possibility of constraining the evolution of the hydrogen

neutral fraction. Predicting the reionization history has attracted a great deal of attention in

recent years. Constraints arise from the Lyman alpha forest, the optical depth to the CMB, and

numerous other locations. Although these may be combined to constrain the reionization history

[e.g. 5], the quality of the data is poor.

Given the uncertainty associated with making detailed predictions for the evolution of xH ,

we will take a toy tanh model for reionization (as used by the WMAP analysis)with parameters

describing the two main features of reionization: its mid point zr and duration ∆z. We will further

assume that the 21 cm spin temperature can be taken to be saturated at the relevant redshifts

(a reasonable although not guaranteed simplifying assumption). With this the 21 cm brightness

temperature is given by

Tb(z) =
T21

2

�
1 + z

10

�1/2 �
tanh

�
z − zr

∆z

�
+ 1

�
. (8)

In principle, the amplitude of the signal T21 is calculable from first principles (T21 = 27 mK for

our fiducial cosmology), but we leave it as a free parameter. This helps us gauge how well the

experiment is really detecting the 21 cm signal.

Figure 6 shows a few different histories for this model.

Before exploring the larger parameter space allowed by the WMAP constraints, we validate our

Fisher matrix against a more numerically intensive Monte-Carlo. Taking fiducial values of zr = 8,

∆z = 1, and Npoly = 3, we fit the model and foreground for 10
6

realisations of the thermal noise.

The resulting parameter contours are shown in Figure 7 along with the Fisher matrix constraints.

These are in good agreement giving us faith in our underlying formalism.

It should be noted though that this formalism breaks down when the Fisher matrix errors

become large enough that reionization parameters are not well constrained. comment on point

at which things actually break down

We now consider two 21 cm global experiments: an optimistic scenario in which we need only

remove a Npoly = 3 polynomial and one where we need a Npoly = 6 polynomial. In each case, we

assume an experiment covering the frequency range 100− 250 MHz in 50 bins and integrating for

500 hours. The resulting potential detection region is shown in Figure 8.

The detection region shows a number of wiggles associated with points in the frequency range

where the shape of the 21 cm signal becomes more or less degenerate with the polynomial fitting.

Foreground

Signal

5

FIG. 3: Foregrounds

10 mK signal. Nonetheless, given the smooth frequency dependence of the foregrounds we are

motivated to try fitting the foreground out using a low order polynomial in the hope that this

leaves the signal behind. This has been shown by many authors to be a reasonable proceedure [?

].

FIG. 4: Residuals left over after fitting a n-th order polynomial in log ν to the foreground from the GSM.

Throughout this paper, we will fit the foregrounds using a polynomial of the form

log Tfit =

Npoly�

i=0

ai log(ν/ν0)
i. (2)

Here ν0 is a pivot scale and we will generally recast a0 → log T0 to emphasise that the zeroth order

coefficient has units of temperature. The lower panel of Figure 4 shows the residuals left over after

Extended reionization histories
closer to foregrounds

TS>>TCMB
no spin temperature

dependence
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FIG. 6: Evolution of the neutral fraction xH and brightness
temperature Tb for a tanh model of reionization (see Eq.8).

and Npoly = 3, we fit the model and foreground for 106 re-

alisations of the thermal noise. This yields an estimate of

the parameter uncertainty that can be expected from ob-

servations and can be used to test our Fisher matrix cal-

culation. The resulting parameter contours are shown in

Figure 7 along with the Fisher matrix constraints. That

they are in good agreement validates our underlying for-

malism.

FIG. 7: Comparison of 68 and 95% confidence regions between
our MC likelihood (green and red coloured regions) and Fisher
matrix (solid ellipses) calculations for a tanh model of reion-
ization with zr = 8 and ∆z = 1 and fitting four foreground
parameters.

The error ellipses show that there is a strong degen-

eracy between T21 and ∆z. This is a consequence of

the way in which foreground fitting removes power from

more extended histories making it difficult to distinguish

a larger amplitude extended scenario from a lower am-

plitude sharper scenario.

Despite the good agreement, this formalism breaks

down when the Fisher matrix errors become large enough

that reionization parameters are not well constrained.

Although this is not a major hurdle here, caution should

be used when errors are much larger than the parameters

being constrained.

FIG. 8: 95% detection region for global experiments assuming
Npoly = 3 (solid curve), 6 (dashed curve), 9 (dotted curve),
and 12 (dot-dashed curve). Also plotted are the 68 and 95%
contours for WMAP5 with a prior that xi(z = 6.5) > 0.95
(green and red coloured regions).

The resulting potential detection region for the above

experiment is shown in Figure 8, where we consider sev-

eral different orders of polynomial fit. The detection re-

gion shows a number of wiggles associated with points

in the frequency range where the shape of the 21 cm

signal becomes more or less degenerate with the poly-

nomial fitting. We also show the 1- and 2 − σ con-

straint regions from WMAP’s optical depth measure-

ment. These constrain the redshift of reionization, but

say little about how long it takes. Adding in a prior that

the Universe is fully ionized by z = 6.5 (specified here

as xi(z = 6.5) > 0.95), as implied by observations of the

Gunn-Peterson trough in high-redshift quasar absorption

spectra [33], removes the region of parameter space with

large ∆z and low zr.

Global experiments can take a good sized bite out of

the remaining parameter space. They are sensitive to

the full range of redshifts, but primarily to the sharpest

reionization histories. Only if Npoly ≤ 6 can histories

with ∆z > 1 be constrained and histories with ∆z � 2.5
appear too extended for high significance detections.

This is unfortunate since models of reionization that

incorporate prescriptions for the sources and sinks of ion-

7

IV. FISHER CALCULATION

The main objective of this paper is to develop a formalism for quantifying the ability of global 21

cm experiments to constrain astrophysical parameters. A straightforward, but brute force approach

to do this by modeling the signal, adding a foreground, and then using Monte-Carlo techniques

to see how well model parameters may be constrained. When faced with the large space of model

parameters to be explored this is inadequate. We therefore explore the use of the Fisher matrix

approach, applicable if the model likelihood is well approximated by a multivariate Gaussian.

The Fisher matrix takes the form

Fij =
1

2
Tr

�
C−1C,iC

−1C,j + C−1
(µ,iµ

T
,j + µ,jµ

T
,i )

�
. (4)

where C ≡ �xxT � is the covariance matrix and µ = �x�. For the 21 cm global signature, our

observable is the observed antennae temperature given in our model as Tsky = Tfg + Tb. The

covariance matrix is taken to be diagonal, since errors in different frequency bins are expected to

be uncorrelated. The covariance matrix is therefore

Cij = δijσ
2
i (5)

with the thermal noise given by the radiometer equation

σ2
i =

T 2
sky

Btint
(6)

where B is the bandwidth and tint is the integration time.

With this the Fisher matrix takes the form

Fij =

�

i

(2 + Btint)
d log Tsky

dpi

d log Tsky

dpj
. (7)

Here there are contributions both from the amplitude of the noise itself and from the signal.

Given this Fisher matrix, the best parameter constraints achievable are given by the Cramer-Rao

inequality σi ≥
�

F−1
ii .

This Fisher matrix offers a fast and, as we will show in the next section, reliable means of

calculating the expected constraints for 21 cm global experiments.

Before proceeding to apply this formalism to models of the 21 cm signal, we should first pause

to examine the limitations of the assumptions that we have made.

1) Full sky 2) Gaussian likelihood - MC 3) Single dipole
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Pritchard & Loeb 2010
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V. REIONIZATION

In this section, we will consider the possibility of constraining the evolution of the hydrogen

neutral fraction. Predicting the reionization history has attracted a great deal of attention in

recent years. Constraints arise from the Lyman alpha forest, the optical depth to the CMB, and

numerous other locations. Although these may be combined to constrain the reionization history

[e.g. 5], the quality of the data is poor.

Given the uncertainty associated with making detailed predictions for the evolution of xH ,

we will take a toy tanh model for reionization (as used by the WMAP analysis)with parameters

describing the two main features of reionization: its mid point zr and duration ∆z. We will further

assume that the 21 cm spin temperature can be taken to be saturated at the relevant redshifts

(a reasonable although not guaranteed simplifying assumption). With this the 21 cm brightness

temperature is given by

Tb(z) =
T21

2

�
1 + z

10

�1/2 �
tanh

�
z − zr

∆z

�
+ 1

�
. (8)

In principle, the amplitude of the signal T21 is calculable from first principles (T21 = 27 mK for

our fiducial cosmology), but we leave it as a free parameter. This helps us gauge how well the

experiment is really detecting the 21 cm signal.

Figure 6 shows a few different histories for this model.

Before exploring the larger parameter space allowed by the WMAP constraints, we validate our

Fisher matrix against a more numerically intensive Monte-Carlo. Taking fiducial values of zr = 8,

∆z = 1, and Npoly = 3, we fit the model and foreground for 10
6

realisations of the thermal noise.

The resulting parameter contours are shown in Figure 7 along with the Fisher matrix constraints.

These are in good agreement giving us faith in our underlying formalism.

It should be noted though that this formalism breaks down when the Fisher matrix errors

become large enough that reionization parameters are not well constrained. comment on point

at which things actually break down

We now consider two 21 cm global experiments: an optimistic scenario in which we need only

remove a Npoly = 3 polynomial and one where we need a Npoly = 6 polynomial. In each case, we

assume an experiment covering the frequency range 100− 250 MHz in 50 bins and integrating for

500 hours. The resulting potential detection region is shown in Figure 8.

The detection region shows a number of wiggles associated with points in the frequency range

where the shape of the 21 cm signal becomes more or less degenerate with the polynomial fitting.

2-sigma 
detection 

region

tint= 500hrs, 
50 channels spanning 100-200MHz

N=3

N=6

Excluded by Lya forest

6

FIG. 6: Evolution of the neutral fraction xH and brightness
temperature Tb for a tanh model of reionization (see Eq.8).

and Npoly = 3, we fit the model and foreground for 106 re-

alisations of the thermal noise. This yields an estimate of

the parameter uncertainty that can be expected from ob-

servations and can be used to test our Fisher matrix cal-

culation. The resulting parameter contours are shown in

Figure 7 along with the Fisher matrix constraints. That

they are in good agreement validates our underlying for-

malism.

FIG. 7: Comparison of 68 and 95% confidence regions between
our MC likelihood (green and red coloured regions) and Fisher
matrix (solid ellipses) calculations for a tanh model of reion-
ization with zr = 8 and ∆z = 1 and fitting four foreground
parameters.

The error ellipses show that there is a strong degen-

eracy between T21 and ∆z. This is a consequence of

the way in which foreground fitting removes power from

more extended histories making it difficult to distinguish

a larger amplitude extended scenario from a lower am-

plitude sharper scenario.

Despite the good agreement, this formalism breaks

down when the Fisher matrix errors become large enough

that reionization parameters are not well constrained.

Although this is not a major hurdle here, caution should

be used when errors are much larger than the parameters

being constrained.

FIG. 8: 95% detection region for global experiments assuming
Npoly = 3 (solid curve), 6 (dashed curve), 9 (dotted curve),
and 12 (dot-dashed curve). Also plotted are the 68 and 95%
contours for WMAP5 with a prior that xi(z = 6.5) > 0.95
(green and red coloured regions).

The resulting potential detection region for the above

experiment is shown in Figure 8, where we consider sev-

eral different orders of polynomial fit. The detection re-

gion shows a number of wiggles associated with points

in the frequency range where the shape of the 21 cm

signal becomes more or less degenerate with the poly-

nomial fitting. We also show the 1- and 2 − σ con-

straint regions from WMAP’s optical depth measure-

ment. These constrain the redshift of reionization, but

say little about how long it takes. Adding in a prior that

the Universe is fully ionized by z = 6.5 (specified here

as xi(z = 6.5) > 0.95), as implied by observations of the

Gunn-Peterson trough in high-redshift quasar absorption

spectra [33], removes the region of parameter space with

large ∆z and low zr.

Global experiments can take a good sized bite out of

the remaining parameter space. They are sensitive to

the full range of redshifts, but primarily to the sharpest

reionization histories. Only if Npoly ≤ 6 can histories

with ∆z > 1 be constrained and histories with ∆z � 2.5
appear too extended for high significance detections.

This is unfortunate since models of reionization that

incorporate prescriptions for the sources and sinks of ion-

N=12

WMAP
1-sigma

Excluded by EDGES
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will occur as UV photons produce bubbles of ionized hy-

drogen that percolate, removing the 21 cm signal.

We may thus identify five main events in the history

of the 21 cm signal: (i) collisional coupling becoming in-

effective (ii) Lyα coupling becoming effective (iii) heat-

ing occurring (iv) reionization beginning (v) reionization

ending. In the scenario described above the first four of

these events generates a turning point (dTb/dz = 0) and

the final event marks the end of the signal. We reiterate

that the astrophysics of the sources driving these events

is very uncertain, so that when or even if these events

occur as described is currently unknown. Figure 2 shows

a set of histories for different values of the X-ray and Lyα
emissivity, parametrized about our fiducial model by fX

and fα representing the product of the emissivity and the

star formation efficiency following Ref. [17]. Clearly the

positions of these features may move around both in the

amplitude of Tb and the frequency at which they occur.

FIG. 2: Dependence of 21 cm signal on the X-ray (top panel)

and Lyα (bottom panel) emissivity. In each case, we consider

examples with the emissivity reduced or increased by a factor

of up to 100. Note that in our model fX and fα are really the

product of the emissivity and the star formation efficiency.

We view this to be the most likely sequence of events

for plausible astrophysical models. We are reassured in

this sequencing since, in the absence of Lyα photons es-

caping from galaxies [21], X-rays will also produce Lyα
photons [22, 23] and so couple TS to TK and, in the ab-

sence of X-rays, scattering of Lyα photons heats the gas

[24]. In each case the relative sequence of events is likely

to be maintained. We will return to how different models

may be distinguished later and now turn to the presence

of foregrounds between us and the signal.

III. FOREGROUNDS

At the frequencies of interest (10-250 MHz), the sky

is dominated by synchrotron emission from the galaxy.

A useful model of the sky has been put together by Ref.

[25] using all existing observations. The sky at 100 MHz

is shown in Figure 3, where the form of the galaxy is

clearly visible. In this paper, we will be focusing upon

observations by single dipole experiments. These have

beam shapes with a typical field-of-view of tens of de-

grees. The lower panel of Figure 3 shows the beam of

dipole (approximated here as a single cos
2 θ lobe) sit-

ting at the MWA site in Australia (approximate latitude

26
◦
59’S), observing at zenith, and integrated over a full

day. Although the dipole does not see the whole sky at

once it does average over large patches. We will therefore

neglect spatial variations (although we will return to this

point in our conclusions).

FIG. 3: Top panel: Radio map of the sky at 100 MHz gen-

erated from Ref. [25]. Bottom panel: Ideal dipole response

averaged over 24 hours.

Averaging the foregrounds over the dipole’s angular re-

sponse gives the spectrum shown in the top panel of Fig-

ure 4. First note that the amplitude of the foregrounds is

large ∼ 100 K compared to the 10 mK signal. Nonethe-

less, given the smooth frequency dependence of the fore-

grounds we are motivated to try fitting the foreground

out using a low order polynomial in the hope that this

leaves the signal behind. This has been shown by many

authors [e.g. 26, 27] to be a reasonable procedure in the

case of 21 cm tomography. There the inhomogeneities

fluctuate rapidly with frequency, so that only the largest

Fourier modes of the signal are removed. In the case of

the global 21 cm signal our signal is relatively smooth in

Thursday, December 9, 2010



Jonathan PritchardUCB 2010

Constraining massive neutrinos using cosmological 21 cm observations

Jonathan R. Pritchard∗

Harvard-Smithsonian Center for Astrophysics,

MS-51, 60 Garden St, Cambridge, MA 02138

abstract

I. INTRODUCTION

FIG. 1: default

∗
Hubble Fellow; Electronic address: jpritchard@cfa.harvard.edu

Features in the global signal

five key features

focus on turning 
points

Thursday, December 9, 2010



Jonathan PritchardUCB 2010

Constraining massive neutrinos using cosmological 21 cm observations

Jonathan R. Pritchard∗

Harvard-Smithsonian Center for Astrophysics,

MS-51, 60 Garden St, Cambridge, MA 02138

abstract

I. INTRODUCTION

FIG. 1: default

∗
Hubble Fellow; Electronic address: jpritchard@cfa.harvard.edu

Features in the global signal

five key features

12

FIG. 10: Parameter space for the frequency and brightness temperature of the turning points of the 21 cm

signal

shape might lead to biased estimates of the position of the turning points, for example. We have

checked this by explicit Monte-Carlo fitting the turning-point model to the full calculation. As

seen in Figure 11 for an experiment covering ν =20-200 MHz in 50 bins and integrating for 500

hours, the MC calculation shows no sign of significant biasing and is in good agreement with the

Fisher matrix calculation using the turning-point model.

We now examine the ability of global experiments to constrain the turning points.

comment on frequency constant residuals versus frequency dependent

sensitivity w.r.t frequency range: can’t detect turning point if lies outside observed

range. 100 vs 120 MHz makes a big difference for this experiment.
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Modeling global signal

Physical features are the
positions and amplitudes of
maxima and minima
-> spline using extrema

Modelling probably only 
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FIG. 9: Evolution of the 21 cm global signal and its derivative.
In the top panel, we also show a cubic spline fit to the turning
points as described in the text.

be zero at the turning points (enforced by doubling the
data points and the turning points and offsetting them
by ∆ν = ±1 MHz).

For our fiducial model, we take the fiducial parameter
set of [10], assuming a star forming efficiency f∗ = 0.1, a
Lyα emissivity expected for Population II stars fα = 1,
and X-ray emissivity appropriate for extrapolating the
locally observed X-ray-FIR connection fX = 1. This
gives turning points x0=(18.1 MHz, -41 mK), x1=(48.3
MHz, -5 mK), x2=(66.5 MHz, -104 mK), x3=(98.7 MHz,
27 mK), and x4=(180 MHz, 0 mK). The resulting spline
is shown in the top panel of Figure 9. The model does a
good job of capturing the general features of the 21 cm
signal, although there are clear differences in the detailed
shape. Since global experiments are unlikely to constrain
more than the sharpest features this should be adequate
for our purposes.

There is considerable uncertainty in the parameters of
this model, so to gauge the likely model dependence of
the turning points, we make use of the model of [10].
Varying the Lyα , X-ray, and UV emissivity by two or-
ders of magnitude either side of their fiducial values we
find the position and amplitude of the turning points to
form the contours shown in Figure 10. This provides a
useful guide to targeting observations in frequency space.
We have found that a global experiment has very little
sensitivity to features lying outside of the observed fre-
quency band.

Here, since we fix the cosmology, x0 appears as a single
point. The locations of x1 and x3 are controlled by the
Lyα and X-ray emissivity respectively. Only x2 shows

FIG. 10: Parameter space for the frequency and brightness
temperature of the turning points of the 21 cm signal cal-
culated by varying fX = [0.01, 100] and fα = [0.01, 100] for
fixed cosmology and star formation rate f∗ = 0.1.

significant dependence on both Lyα and X-ray emissivity
leading to a large uncertainty in its position. This is good
news observationally, since even a poor measurement of
the position of x2 is likely to rule out a wide region of
parameter space. Since x2 is the feature with both the
largest amplitude and is the sharpest feature we expect
that this is the best target for observation and makes
experiments covering ν = 50−100 MHz of great interest.

Since our model is somewhat approximate it is impor-
tant to check whether it leads to significantly biased con-
straints on the features of interest. One could imagine
that fitting the splined shape might lead to biased esti-
mates of the position of the turning points, for example.
We have checked this using a Monte-Carlo simulation by
fitting the turning-point model to the full calculation sig-
nal for 106 realisations of the thermal noise. As seen in
Figure 11 for an experiment covering ν =45-145 MHz in
50 bins and integrating for 500 hours, the MC calcula-
tion shows no sign of significant biasing and is in good
agreement with the Fisher matrix calculation using the
turning-point model.

The final panel of Figure 11 shows a degeneracy be-
tween Tb2 and Tb3. This might be expected for an ex-
periment whose sensitivity is primarily to the derivative
of the signal, which is left unchanged by shifting both of
these points up or down.

As we look at lower frequencies where the foregrounds
become larger, we must increasingly worry about fore-
ground removal leaving behind systematic residuals that
limit the sensitivity of the experiment. In Figure 12,
we plot the sensitivity of the same experiment to x3 as
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Constraining turning points
Lya coupling begins heating begins

signal
saturates

9

FIG. 12: Dependence of (ν3, Tb3) and (ν2, Tb2) errors with
level of systematic residuals for Npoly = 3 (black solid curve),
6 (red dotted curve), and 9 (blue dashed curve). The dashed
vertical lines indicates the fiducial values Tb3 = 27 mK and
|Tb3| = 107mK.

FIG. 13: Experimental constraint ellipses overlaid on the al-
lowed region for the turning points. Coloured regions (dashed
curves) illustrate contours of fX and fα increasing by an order
of magnitude (red to magenta) from 0.01 to 100.

VII. DARK AGES

The physics of the period before star formation at
z ∼ 30 is determined by well known atomic processes
and so has much in common with the CMB. However,
many models have been put forward that would mod-
ify this simple picture with exotic energy deposition via

annihilating or decaying dark matter [37] or evaporating
black holes [38], for example. During the dark ages, the
21 cm signal acts as a sensitive thermometer, potentially
capable of constraining these exotic processes. Here we
will focus on the standard history and leave consideration
of the possibility of detecting other scenarios to future
work.

The signal during the dark ages reaches a maximum
at x0 = (16MHz, −42 mK), somewhat larger in am-
plitude than the reionization emission signal. However,
at these low frequencies the foregrounds are extremely
large, Tfg ≈ 104 K at ν = 30 MHz, making detection
very difficult. Its is worth noting however that global
experiments have an advantage over tomographic mea-
surements here, since at these early times structures have
had little chance to grow, making the fluctuations much
smaller than during reionization. Further, it is easier to
imagine launching a single dipole experiment beyond the
Earth’s ionosphere rather than the many km2 of collect-
ing area needed for interferometers to probe this epoch
[39, 40].

Given the large foregrounds, long integration times or
many dipoles are required to reach the desired sensitiv-
ity level. Taking Tfg = 104 K at ν = 30 MHz a single
dipole would need to integrate for tint = 1000 hours to
reach 4 mK sensitivity. Removing the foregrounds over
this dynamic range without leaving considerable residu-
als will clearly require very precise instrumental calibra-
tion. Given the challenges, we look at the most optimistic
case as a limit of what could be accomplished.

Taking an experiment covering ν = 5 − 60 MHz in
50 channels and integrating for 8000 hours, we assume
a minimal Npoly = 3 polynomial fit leaving no residu-
als. The resulting constraint on the position and am-
plitude of the dark ages feature are shown in Figure 14.
Such an experiment is capable of detecting the signal,
but only barely. For comparison, we have plotted the
uncertainty arising from cosmological measurements of
Ωmh2 and Ωbh2, the two main parameters determining
the 21 cm signal. This uncertainty is much less than the
experimental uncertainty.

Although we have shown that detecting the dark ages
feature from the standard history would be extremely
challenging, modified histories arising from exotic energy
injection may lead to larger features more easily detected.
Since there is no other probe of physics at 30 < z <
150 global 21 cm experiments offer a unique if extremely
challenging probe of this period.

VIII. CONCLUSIONS

Observations of the redshifted 21 cm line potentially
provide a new window into the high redshift Universe.
Detecting this signal in the presence of large foregrounds
is challenging and it is important to explore all avenues
for exploiting the signal. In this paper, we have focussed
upon the possibility of using single dipole experiments

Npoly=3
tint= 500hrs, 

50 channels spanning 
40-140 MHz

Similar sensitivity as for reionization 
constrains deep absorption feature
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Dark Ages Radio Explorer

• DARE = Dark Ages Radio Explorer
   “EDGES in space”

•Lunar orbiting dipole experiment spanning   
40-120 MHz

• To be proposed as small explorer mission
   (PI: Jack Burns)

• Advantages of going to the moon include:
- Reduced RFI
- No ionosphere
- Use of the moon for calibration
- Full sky coverage
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21 cm global signal

•21 cm global signal accessible with single dipole experiments

•Instrumental calibration and foreground removal are
key to extracting astrophysics

•Can potentially begin answering some fundamental questions 
about thermal and ionization history of universe

•Prospects for constraining basic properties of the first galaxies

• Lots of room for clever ideas in improving data collection and 
analysis Pritchard & Harker in prep
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Semi-numerical modelling

Zahn, Lidz, McQuinn+ 2006
Mesinger & Furlanetto 2007

to overlap, and (2) the excursion-set barrier (the criterion for ion-
ization) becomes, as per Furlanetto et al. (2004a),

fcoll(x1;M ; z) ! !"1; ð14Þ

where ! is some efficiency parameter and fcoll(x1;M ; z) is the frac-
tion of mass residing in collapsed halos inside a sphere of mass
M ¼ 4/3"R3#̄½1þ h$nl(x1; z)iR(, with mean physical overdensity
h$nl(x1; z)iR, centered on Eulerian coordinate x1, at redshift z.

Equation (14) is only an approximate model and makes sev-
eral simplifying assumptions about reionization. In particular, it
assumes a constant ionizing efficiency per halo and ignores spa-
tially dependent recombinations and radiative feedback effects.
It can easily be modified to include these effects (e.g., Furlanetto
et al. 2004b, 2006a; Furlanetto & Oh 2005), and we plan to do so
in future work. Here we present the simplest case in order to best
match current RT numerical simulations.

This prescription models the ionization field as a two-phase
medium, containing fully ionized regions (which we refer to as

H ii bubbles) and fully neutral regions. This is obviously much
less information than can be gleaned from a full RT simulation,
which precisely tracks the ionized fraction. However, H ii bubbles
are typically highly ionized during reionization, and formany pur-
poses (such as for 21 cm maps), this two-phase approximation is
perfectly adequate.
In order to ‘‘find’’ the H ii bubbles at each redshift we smooth

the halo field onto a 2003 grid. Then we filter the halo field using
a real-space top-hat filter, starting on scales comparable to the
box size and decreasing to grid cell scales in logarithmic steps of
width!M /M ¼ 0:33. At each filter scale, we use the criterion in
equation (14) to check whether the region is ionized. If so, we flag
all pixels inside that region as ionized.We do this for all pixels and
scales, regardless of whether the resulting bubble would overlap
with other bubbles. Note, therefore, that the nominal ionizing
efficiency ! that we use as an input parameter does not equal
(1" x̄H i)/fcoll. They typically differ by P30%, with ! fcollk 1"
x̄H i very early in reionization, with a slight inequality due to
the undercounting of photons from the overlap regions of the

Fig. 3.—Slices through the halo field from our simulation box at z ¼ 8:25. The halo field is generated on a 12003 grid and then mapped to a 4003 grid for viewing
purposes. Each slice is 100Mpc on a side and 0.25Mpc deep. Collapsed halos are shown. Left: Halo field directly filtered in Lagrangian space. Right: Map of the field to
Eulerian space according to linear theory (see x 2.4 and eq. [9]). The right panel corresponds to the bottom left (x̄H i ¼ 0:53) ionization field in Fig. 5. [See the electronic
edition of the Journal for a color version of this figure.]

Fig. 4.—Slices from the ionization field at z ¼ 6:89 created using different algorithms. All slices are 93.7 Mpc on a side and 0.37 Mpc deep, with the mean neutral
fraction in the box being x̄H i ¼ 0:49. Ionized regions are shown as white. The leftmost panel was created by performing the bubble-filtering procedure of Zahn et al.
(2007) directly on the linear density field. The second panel was created by performing their bubble-filtering procedure on their N-body halo field, but with the slightly
different barrier definition in eq. (14). The third panel was created by performing our bubble-filtering procedure described in x 3 on the same N-body halo field. The
rightmost panel (from Zahn et al. 2007) was created using an RT algorithm on the same halo field.

MESINGER & FURLANETTO668 Vol. 669

Semi-numerical Numerical

Initial conditions evolved using Zeldovich 
approximation to generate non-linearities

Ionization field calculated by filtering density 
field with self-ionization condition

Fast and accurate ionization maps can be 
created this way with many applications
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Including other radiation fields

t

- Full radiative transfer calculation is very expensive for Lyman alpha and X-rays
- Implement analytic calculation of fluxes using SFR from N-body simulation

- Convolution can be evaluated relatively quickly
- Source parameters extrapolated from low-z sources
    * Pop II+ III stars => reionization at z=6
    * X-ray emission from SXRB in galaxies
- Calculate coupling and heating from fluxes

Barkana & Loeb 2004
Pritchard & Furlanetto 2007
Santos,  Amblard, Pritchard+ 2008
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Numerical simulation

Santos+ 2008
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Numerical simulations

25
STScI
MAR
2009 Simulation + Lya +X-rays

Santos, Amblard, JRP, Trac, Cen, Cooray 2008

Lya & T fluctuations
can be importantSantos+ 2008

Detailed numerical simulation 
including spin temperature 
limited but underway:
- Baek+ 2008, 2010

Fast approximate schemes being 
developed:
 - Santos+ 2009       “Fast21CM”
 - Mesinger+ 2010   “21cmFast”
 - Thomas+ 2010         “BEARS”

Size matters!

Basics of reionization simulation
well understood
- dynamic range is hard
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Power spectrum
8

STScI
MAR
2009 Power spectra

bias source properties density

Barkana & Loeb 2004
Chuzhoy, Alvarez, & Shapiro
2006
Pritchard & Furlanetto 2007

• Fluctuations in Lya or X-rays both 
   add power on large scales
• Largest scales gives bias of sources
• Intermediate scales says something 
  about sources 
  e.g. stellar spectrum vs power law
• T fluctuations say something about
   thermal history

Lya

TK<T!

TK>T!

X-rays

8
STScI
MAR
2009 Power spectra

bias source properties density

Barkana & Loeb 2004
Chuzhoy, Alvarez, & Shapiro
2006
Pritchard & Furlanetto 2007

• Fluctuations in Lya or X-rays both 
   add power on large scales
• Largest scales gives bias of sources
• Intermediate scales says something 
  about sources 
  e.g. stellar spectrum vs power law
• T fluctuations say something about
   thermal history

Lya

TK<T!

TK>T!

X-rays

8
STScI
MAR
2009 Power spectra

bias source properties density

Barkana & Loeb 2004
Chuzhoy, Alvarez, & Shapiro
2006
Pritchard & Furlanetto 2007

• Fluctuations in Lya or X-rays both 
   add power on large scales
• Largest scales gives bias of sources
• Intermediate scales says something 
  about sources 
  e.g. stellar spectrum vs power law
• T fluctuations say something about
   thermal history

Lya

TK<T!

TK>T!

X-rays

Lya fluctuations add power on large scales
Largest scales give information on source
 bias
Intermediate scales on source spectrum

T fluctuations give information on 
thermal history 

clustering/growth of mini-quasars 
could be very different

Pritchard & Furlanetto 2007

Barkana & Loeb 2004
Chuzhoy, Alverez & Shapiro 2006
Pritchard & Furlanetto 2006
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Evolution of power spectrum

Pritchard & Loeb 2008

Evolution of signal means that
detecting signal at z=20 not
necessarily more difficult than
at z=10

7

tion proceeds, the contrast between ionized and neutral
regions comes to dominate and ∆̄Tb

, rises until xH ∼ 0.5
after which the contrast begins to drop.

Towards the end of reionization the signal drops
sharply as very little gas is left neutral. The post-
reionization signal grows slowly as the density field grows.
Since by this time the gas is photo-heated to TK ≈
30, 000 K the thermal width of the 21 cm line is sufficient
to smooth out the signal on wavenumbers k ! 10 Mpc−1.
This cutoff potentially acts as a thermometer of the gas
after reionization giving information about the tempera-
ture of gas contained in dense clumps.

As a result of the interplay between the radiation
fields, as ∆̄Tb

evolves it shows three peaks within the
astrophysics-dominated regime. An important feature of
this complicated evolution is that the maximum ampli-
tude of ∆̄Tb

occurs at different k values for different red-
shifts. Accurate observation and modeling of this com-
plicated evolution may provide important information
about the early radiation fields.

FIG. 2: Redshift evolution of the angle-averaged 21 cm power
spectrum ∆̄Tb

for Model A at k = 0.01 (solid curve), 0.1 (dot-
ted curve), 1.0 (short dashed curve), and 10.0 (long dashed
curve) Mpc−1. Reionization at z = 6.5.

It is helpful to get a sense of how the amplitude of the
signal compares with galactic foregrounds. We take the
sky noise to be Tsky ≈ 180 K(ν/180 MHz)−2.6 (appropri-
ate for galactic synchrotron emission [10]), noting that
the normalization depends upon the region of sky being
surveyed. In Figure 2, Figure 3, and Figure 4 we plot
rTsky(ν) where r ranges from 10−4 − 10−9. We see that
reducing foregrounds by a factor of ∼ 10−5 is required to
observe fluctuations during reionization and cosmic twi-
light. The difficulty increases if reionization occurs early,

FIG. 3: Redshift evolution of the angle-averaged 21 cm power
spectrum ∆̄Tb

for Model B. Reionization at z = 9.8. Same
line conventions as Figure 2.

FIG. 4: Redshift evolution of the angle-averaged 21 cm power
spectrum ∆̄Tb

for Model C. Reionization at z = 11.8. Same
line conventions as Figure 2.

which has the effect of compressing the signal at high red-
shifts (model C). The signal from astrophysics in these
three models begins at ν ≈ 60 MHz and continues to
ν ≈ 150 MHz although this upper limit is very sensitive
to the details of reionization.

Removing foregrounds to the rather low level of∼ 10−7

z=30-50 range much harder!

Distinguish different contributions 
via shape and redshift evolution

Dark agesFirst gal.reionizationDLA
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Evolution of the power spectrum

Mesinger+ 2010
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Redshift distortions

Real
space

redshift
space

Underdensity

Overdensity

9
STScI
MAR
2009 Signal decomposition

Full

Lya

T

xi

density

Peculiar 
velocities

Barkana &
 Loeb 2005

Bharadwaj 
& Ali 2004Angular separation by µ

Pritchard & 
Loeb 2008 µ0

µ2

µ4

9
STScI
MAR
2009 Signal decomposition

Full

Lya

T

xi

density

Peculiar 
velocities

Barkana &
 Loeb 2005

Bharadwaj 
& Ali 2004Angular separation by µ

Pritchard & 
Loeb 2008

δ∂rvr (k) = −µ2δ

Pritchard & Loeb 2008
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Non-Gaussianity
1-point function 3-point correlations

Reionization with higher-order statistics 1451

(Madau et al. 1997; Ciardi & Madau 2003)

δTb

mK
= 39h(1 + δ)xH I

(
"b

0.042

) [(
0.24
"m

) (
1 + z

10

)]1/2

, (3)

where δ is the matter density contrast, xH I is the neutral hydro-
gen fraction, and the current value of the Hubble parameter H0 =
100 h km s−1 Mpc−1.

At high redshift, when xH I is close to unity everywhere, the distri-
bution of intensities is governed by the density field, 1 + δ. Initially
this is nearly Gaussian, but develops a positive skewness due to
gravitational instabilities: see e.g. Peebles (1980). This period is
illustrated in the top-left panel of Fig. 1, which shows the one-point
distribution of δTb in one of our simulations (the f250C simulation;
see Section 3.1) at z = 10.6, corresponding to an observed frequency
of 122.5 MHz. If reionization then takes place in patches, with large
volumes remaining mostly neutral while almost fully ionized bub-
bles form around sources of ionizing photons, this has the effect
of setting xH I = 0 (and so δTb = 0) within the bubbles, affecting
the distribution of δTb outside the bubbles only weakly. So, in an
idealized case, reionization takes points from the distribution of δTb

and moves them to a Dirac delta-function at zero. This has the effect
of making the skewness less positive; it may even become negative.
The distribution of δTb at an early stage in this process (z = 9.12 or
140.3 MHz) is shown in the top-right panel of Fig. 1. By z = 7.98
(158.2 MHz; bottom-left panel), the two parts of the distribution are
very distinct. This may help to make it clear how the skewness can
vanish: the mean δTb lies between these two peaks, and the nega-
tive contribution to the skewness from points in the delta function
at zero may cancel with the positive contribution from points to the
right. At a later stage of reionization, when most of the pixels in a
noiseless map of δTb at a given frequency have values near zero,
the points outside ionized bubbles form a high-δTb tail, giving the
overall distribution a strong positive skew. This can be seen in the
bottom-right panel of Fig. 1 (z = 7.78 or 161.8 MHz). Note the
short time between the third and fourth panels: the later stages of
reionization can progress rather quickly as the number of ionizing

0
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Figure 1. The distribution of δTb in the f250C simulation (see Section 3.1)
at four different redshifts, showing how the distribution evolves as reioniza-
tion proceeds. Note that the y-axis scale in the top two panels is different
from that in the bottom two panels. The delta-function at δTb = 0 grows
throughout this period while the rest of the distribution retains a similar
shape. The bar for the first bin in the bottom-right panel has been cut off:
approximately 58 per cent of points are in the first bin at z = 7.78.

sources can rise very rapidly, especially if a major part is played
by massive sources residing in haloes in the exponential tail of the
mass function (Jenkins et al. 2001).

In this idealized case, then, the skewness as a function of redshift
should show a dip in the early stages of reionization, before growing
large in the later stages. Our aim in the subsequent sections of
this paper is to test if such a characteristic feature is indeed seen
in realistic simulations of reionization, and whether or not it can
provide a robust detection; or, in other words, whether the effects
of foreground subtraction, noise and instrumental corruption can
mask or mimic the signal.

3 SI M U L AT I O N S

3.1 Cosmological signal

We use three simulations to estimate the CS. The first and most
detailed is the simulation labelled f250C by Iliev et al. (2008). The
methodology behind this simulation is more fully described by Iliev
et al. (2006) and Mellema et al. (2006b). The cosmological particle-
mesh code PMFAST (Merz, Pen & Trac 2005) was used to follow the
distribution of dark matter, using 16243 particles on a 32483 mesh.
The ionization fraction was then calculated in post-processing us-
ing the radiative transfer and non-equilibrium chemistry code C2-RAY

(Mellema et al. 2006a). This takes place on a coarser, 2033 mesh,
and this is therefore the size used in this work. The simulation box
has a comoving size of 100 h−1 Mpc. The cosmological parameters
are close to those inferred from the 3-year Wilkinson Microwave
Anisotropy Probe (WMAP3) data (Spergel et al. 2007), namely
("m, "#, "b, h, σ 8, n) = (0.24, 0.76, 0.042, 0.73, 0.74, 0.95).

A slightly different approach, detailed by Thomas et al. (2008),
is used to generate our other simulations. The dark matter distribu-
tion is calculated using the TREE-PM N-body code GADGET2 (Springel,
Yoshida & White 2001; Springel 2005). Ionization is then calculated
using a one-dimensional radiative transfer code (Thomas & Zaroubi
2008). The speed of this approach means that it is possible to study
many more alternative scenarios for the reionization process, while
retaining good agreement with more accurate, three-dimensional
radiative transfer simulations. We will show results from two differ-
ent simulations. In both cases, the dark matter simulation uses 5123

dark matter particles in a box of comoving size 100 h−1 Mpc, with
("m, "#, "b, h, σ 8, n) = (0.238, 0.762, 0.0418, 0.73, 0.74, 0.951).
While the simulations contain no baryons, this value of "b was
used to generate the initial power spectrum. These parameters give
them lower resolution than the dark matter part of the f250C sim-
ulation, meaning that the low-mass sources are not resolved and
are neglected. In one of these simulations, we assume that the Uni-
verse is reionized by quasi-stellar objects (QSOs), and in the other
by stars. These two simulations are labelled ‘T-QSO’ and ‘T-star’,
respectively. The former should not be affected too seriously by the
lack of resolution, since QSOs do not reside in low-mass haloes. In
the latter, the geometry of reionization may be altered: compared
to a higher-resolution simulation, larger ionized bubbles may form
at a given global star formation rate, for example. As we shall see
below, ‘T-star’ shows rather different characteristics from the f250C
simulation, despite the fact that stars provide the ionizing photons in
both cases. This illustrates the uncertainties involved in modelling
the physics of reionization, in selecting the source populations and
finding their distribution in space, and in choosing the approxima-
tions required to make the calculations tractable. We do not analyze
the differences between the simulations in great detail here; rather,

C© 2009 The Authors. Journal compilation C© 2009 RAS, MNRAS 393, 1449–1458

Harker+ 2009

SKA

Ionization field is highly non-Gaussian => statistics beyond power spectrum are important

Pritchard & Lidz in prep

Important to explore new statistics that might be useful: 
- skewness, bispectrum, wavelets, threshold statistics, ...?
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21 cm experiments

SKA

LOFAR MWA PAPER

Several interferometers under construction
data expected in the next few years 
probe reionization (z<12)

Next generation required for probing fluctuations
from the first galaxies (z>12)
e.g. Square Kilometer Array (~2020)

GMRT
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Status of LOFAR

Ronald Nijboer (ASTRON)
On behalf of the LOFAR team

ASTRON, Dwingeloo, 23 Aug. 2010- 1 -SKA Calibration and Imaging Workshop 2010

ASTRON is part of the Netherlands Organisation for Scientific Research (NWO)

Under construction

18 core stations
(24 planned) 

Aerial view of 32T

32 tiles (512 tiles planned)

LOFAR

MWA

32 dipoles (128 planned)

PAPER
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GMRT observations

8 G. Paciga et al.
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Figure 9. Comparison of the cross-power of December 10 with
all other days under four different conditions. The dot-dashed
and double-dot-dashed lines are before and after the SVD RFI
removal, respectively, including all u. It can be seen that power is
lost in the SVD. Similarly, the solid and dashed lines are before
and after the SVD step, respectively, this time with a |u| > 60
limit imposed. In this case the two lines are almost identical,
meaning the SVD had little effect on the total power.
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Figure 10. Average power spectrum in units of K2 of all com-
binations of days, excluding December 11, as a function of the
multipole moment l. Each point is shown with a 2σ upper limit
derived from a bootstrap error analysis, which is in most cases
smaller than the size of the point. Triangles are the power before
subtracting foregrounds, diamonds are after 8MHz mean subtrac-
tion, squares are after 2MHz mean subtraction, and circles are
after 0.5MHz subtraction. The curved solid line is the theoreti-
cal EoR signal from Jelić et al. (2008), and the dashed line is the
theoretical EoR signal with a cold absorbing IGM as described in
the text.

written in terms of the GMRT observations with a primary
beam of θb = 3.3◦ and ν = 150MHz. Fig. 10 shows the
weighted-average of all cross-correlation pairs, excluding De-
cember 11, with bootstrap errors.
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Figure 11. 3D power spectrum for the same data shown in
Fig. 10, using k2

min
= k2

‖
+ k2⊥. The strongest constraints from

the 2MHz and 0.5MHz filters are shown (square and circle, re-
spectively). Upper limits are 2σ bootstrap errors. Three possi-
ble signals are shown. The dashed line is the prediction from
Iliev et al. (2008) and the double-dot-dashed line is the same for
a cold IGM. The solid line comes from the single-scale bubble
model as described in the text for a cold IGM, using k = 2.5/R
to show the maximum power at all k. For the two points shown,
the bubble diametres which achieve this maximum power are 27
and 7.4h−1Mpc respectively. Only the 0.5MHz point imposes a
limit on the diametre, which is shown in Fig. 12. For a warm IGM
case, this signal would be reduced by the same factor as in the
two dashed lines.

3.3 Comparison to Models

Fig. 10 can be compared to simulated results from the
Low Frequency Array (LOFAR) EoR project in Jelić et al.
(2008), which assumes Ts ! TCMB. At low l, their simu-
lated EoR signal is approximately (10mK)2, while our low-
est point with a similar 0.5MHz bandwidth filter is (50mK)2

with a 2σ upper limit of (70mK)2. These results are compa-
rable to the sensitivities LOFAR expects after 400 hours of
the EoR project. We have also considered the case where re-
heating of the IGM does not occur, so the spin temperature
remains coupled to the kinetic temperature of the gas. In
this case, the IGM cools adiabatically after decoupling from
the CMB at z ≈ 150. The temperature fluctuations scale
with (1 + TCMB/Ts), and the power scales with the same
factor squared. Using Tk = TCMB(1+ z)/150 at z = 8.6, the
power becomes approximately 275 times larger. This line is
shown in Fig. 10, and is comparable to the data.

The strongest constraints on the 3D power spectrum for
the ∆ν = 2 and 0.5MHz foreground filter case is shown in
Fig. 11. This uses k2 = k2

‖+k2
⊥, where k‖ is given by the win-

dowing function of the filter and k⊥ = l/6h−1Gpc. When
comparing this to the prediction from Iliev et al. (2008), one
should note that our windowing function will also reduce the
predicted signal by at most a factor of two.

We also consider an idealized case in which the ionized
bubbles during reionization are of uniform scale and non-
overlapping. Then for a given k there will be a characteristic
bubble radius R at which the power is maximized. By taking
the 3D Fourier transform of a perfectly ionized bubble, and

The GMRT-EoR Experiment: H I Power Spectrum 7

Figure 7. Data from Dec 10. The top row is the sky image with a 11.4 degree field of view, with |!u| < 200 and |u| > 60 binned in the
(u, v) plane by ∆u = 5. The bottom row is the visibilities in the same range with ∆u = 0.4 to show structure. The leftmost column
is before any foreground subtraction. In this image the dominant source is B2 0825+24 (or 4C 24.17) just south of the FWHM of the
primary beam, with a peak value of 2.2 Jy. RMS within the beam is 343mJy. The centre column is after a 0.5MHz subtraction on the
same scale, and the rightmost column is the same rescaled to show detail. The dominant source after this filter is 3C 200, well outside
the beam. The peak value of this image is 47mJy with an RMS of 6.2mJy, lower by a factor of about 50.

Table 2. Peak flux and RMS of the difference of each two day
pair available, with a maximum (u, v) distance of 600, which cor-
responds to a maximum baseline of 1.2 km. All values are in mJy.
To remove foregrounds, a 2MHz linear filter was applied.

Unfiltered With 2MHz filter

Subtracted pair Peak Flux RMS Peak Flux RMS

Dec 10 Dec 11 1856.1 227.3 137.9 19.9
Dec 10 Dec 14 888.4 185.6 62.5 11.6
Dec 10 Dec 16 278.4 49.8 27.1 3.2
Dec 10 Dec 17 447.9 64.9 26.2 3.6
Dec 10 Dec 18 548.3 70.4 32.5 4.2
Dec 11 Dec 14 1037.8 145.1 256.1 56.5
Dec 11 Dec 16 2148.3 256.7 158.1 23.9
Dec 11 Dec 17 2528.2 318.5 106.1 21.1
Dec 11 Dec 18 2997.5 356.1 159.1 12.4
Dec 14 Dec 16 1221.5 193.9 50.2 7.0
Dec 14 Dec 17 1311.1 257.2 50.4 7.6
Dec 14 Dec 18 1433.5 233.0 67.1 4.9
Dec 16 Dec 17 202.0 78.9 23.8 2.8
Dec 16 Dec 18 224.2 31.2 24.4 3.4
Dec 17 Dec 18 206.9 60.6 24.6 3.2

beam. This prevents large artificial variability in power due
to sparse sampling. Visibilities are weighted by the inverse
of the noise. Since we expect our sensitivity to the EoR sig-
nal to diminish rapidly with increasing baseline length, we
look only at the first few points, averaged over all possible
cross-correlations. Additionally, it is known that the SVD
will introduce a loss of power at low |u|. To avoid this, we
impose a limit of |u| > 60, determined by requiring that the
power spectrum before and after the SVD differ by less than
1σ, when taking the cross-correlations. This can be seen in
Fig. 9. Fig. 3 includes the part of the (u, v) plane that is lost
with this cut.

The power spectrum of the cross-correlation can be con-
verted to units of K2 using

l2

2π
Cl

∣

∣

!l=2π!u
=

(

|#u|
11.9

3.3◦

θb

)2
(

150MHz
ν

)4

〈

∣

∣

∣

∣

V (#u)
Jy

∣

∣

∣

∣

2
〉

K2

where l = 2π|#u|, #u = (u, v) is the visibility coordinate in
units of wavelength, Cl is the power measured in K2, θb is
the primary beam size, and ν is the wavelength (Pen et al.
2009). The quantity in the angle-brackets on the right is
equal to the power in Jy2 found above. This conversion is

Sky map
Sky map

- foregrounds
Sky map-foregrounds

zoom
Upper limits

on power spectrum of 
cold IGM

Data of the required sensitivity acquired with GMRT
 => first serious limits on 21 cm signal at z~8.5 Paciga+ 2010

GMRT

Ts=Tg

Ts>>Tg

constant R
bubbles

2MHz

0.5MHz
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21 cm global signal

• 21 cm global signal is potentially a unique probe of the first galaxies
   - First instruments collecting data:  calibration and foregrounds
   - Sensitive to sharp features in the global signal
   - Constrain basic features of reionization, thermal history, and first galaxies
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21 cm fluctuations

• 21 cm fluctuations complement the global signal and contain wealth of information
- Lyman alpha fluctuations => star formation rate and first galaxies
- Temperature fluctuations => X-ray sources and first black holes
- Neutral fraction fluctuations => topology of reionization

Thursday, December 9, 2010
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21 cm signal

• Pathfinder instruments: LOFAR, MWA, PAPER, GMRT, EDGES are in the process of 
   proving the principle... first constraints from GMRT... more data coming soon!

• SKA/HERA-II/III would image at lower redshifts and sensitive to power spectrum out to z<20 

• Possibility of doing cosmology once signal better understood: 
   dark matter decay, isocurvature, neutrino mass, ...
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Conclusions
• Over next decade new observations will transform our understanding of reionization

• Need to understand both sources and IGM => 21 cm observations key

• Currently know very little about reionization history

• 21 cm global signal is potentially a powerful probe of the first galaxies
   - First instruments collecting data:  calibration and foregrounds
   - Sensitive to sharp features in the global signal
   - Constrain basic features of reionization, thermal history, and first galaxies

• 21 cm fluctuations complement the global signal and contain wealth of information
- Lyman alpha fluctuations => star formation rate
- Temperature fluctuations => X-ray sources
- Neutral fraction fluctuations => topology of reionization

• Pathfinder instruments: LOFAR, MWA, PAPER, GMRT, EDGES are in the process of 
   proving the principle...

• SKA/HERA-II/III would image at lower redshifts and sensitive to power spectrum out to z<20 

• Possibility of doing cosmology once signal better understood: 
   dark matter decay, isocurvature, neutrino mass, ...
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Fundamental physics

FIG. 1 (color online). The
21 cm tomography can poten-
tially map most of our observ-
able Universe (light blue/light
gray), whereas the CMB probes
mainly a thin shell at z! 103

and current large-scale structure
surveys (here exemplified by the
Sloan Digital Sky Survey and its
luminous red galaxies) map only
small volumes near the center.
This paper focuses on the conve-
nient 7 & z & 9 region (dark
blue/dark gray).

TABLE I. Factors that affect the cosmological parameter measurement accuracy.

Assumptions Pessimistic Middle Optimistic

Power modeling Ionization power
spectrum modeling

Marginalize over arbitrary
P!0 and P!2

Marginalize over constants
that parametrize

P xxðkÞ and P x"ðkÞ

No ionization power
spectrum, P ""ðkÞ / P!TðkÞ.

Nonlinear cutoff scale kmax 1 Mpc$1 2 Mpc$1 4 Mpc$1

Non-Gaussianity of
ionization signals

Doubles sample variance Negligible

Cosmological Reionization history Gradual reionization over a wide range of redshifts Abrupt reionization at z & 7

Redshift range 7.3–8.2 6.8–8.2 6.8–10

Parameter space Vanilla model plus
optional parameters

Vanilla model parameters

Experimental Data MWA, LOFAR, 21CMA Intermediate case SKA, FFTT

Array configurationa # ¼ 0:15 # ¼ 0:8, n ¼ 2 Giant core

Collecting areab 0:5& design values Design values 2& design values

Observation timec 1000 hours 4000 hours 16 000 hours

System temperature 2& Tsys in [17] Tsys given in [17] 0:5& Tsys in [17]

Astrophysical Residual foregrounds
cutoff scale kmin

d
4$=yB 2$=yB $=yB

aFor the FFTT, we consider only the case where all dipoles are in a giant core.
bSee designed or assumed values of Ae in Table IV.
cAssumes observation of two places in the sky.
dIt is hard to predict the level of the residual foregrounds after the removal procedure. To quantify contributions from other factors, we
take the approximation that there is no residual foregrounds at k > kmin. Here in the table, yB is the comoving (l.o.s.) distance width of
a single z bin.

MAO, TEGMARK, MCQUINN, ZALDARRIAGA, AND ZAHN PHYSICAL REVIEW D 78, 023529 (2008)

023529-2

• Current constraints on 
cosmological parameters come 
from a small fraction of the 
observable Universe

• If astrophysics understood or 
high redshifts probed 21 cm 
observations can dramatically 
improve constraints:

- Inflationary tilt and running
   Adshead+ 2010, Mao+ 2008
- Isocurvature
   Gordon & Pritchard 2009
- Neutrino mass
   Pritchard & Pierpaoli 2008

Mao+ 2008

• Extracting information from small 
scales will be key for improving 
many cosmological constraints
c.f. galaxies, Lyman alpha forest,...
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Exciting decade ahead
• Over next decade new observations will transform our understanding of the first billion years

• Currently know very little about reionization history and first galaxies

• Need to understand both sources and IGM => 21 cm observations key

• Important to improve modelling of galaxies and reionization to connect observables

Figure 4. Aerial view of LWA1, the recently completed first LWA station.

3. The Long Wavelength Array

The LWA will be a premier US facility for exploring the low-frequency radio spectrum

between 10 and 88 MHz, and will provide fundamental advances in knowledge, particularly

in the areas of astrophysics and ionospheric physics. This facility will also be important for

educating US students and for creating an expert academic user community that can achieve

future scientific advances in important areas of ionospheric and astrophysical research.

The LWA uses a primary receiving element design that incorporates broadband, crossed,

linearly polarized dipoles. The elements are stationary and pointed electronically. These

elements are grouped into stations each containing 256 dual-polarization antennas within

a 110 m diameter (see Fig. 4); and specifications in Table 1). Each station beam can be

steered to any point in the sky by adjusting the digital delays of the individual elements.

Beam steering is entirely electronic (and thus nearly instantaneous), and as each antenna

views much of the sky (∼120
◦
), it is possible to form independent beams. Each of the

four available beams has two selectable frequency tunings, and each tuning has a maximum

sampling rate of 19.6 MSPS, providing about 16 MHz of bandwidth. The output from each

beam can be averaged temporally and spectrally to provide 4096 spectral channels. The

data are then streamed to disk for later analysis.

The first station of the LWA (LWA1) is nearing completion, and will be fully operational

before the start of this proposal (see Table 2). LWA1 is located near the center of the

EVLA, and is operated by the University of New Mexico on behalf of the LWA Project.

This proposal aims to make use of LWA1 only, operating independently of any other LWA

stations which may be in various stages of construction.

5

IN 1977, JERRY NELSON, AN APPLIED

physicist at the Lawrence Berkeley National
Laboratory in California, made a bold
proposal to the University of California
(UC). The university was looking to build a
10-meter telescope—twice the size of the
Hale Telescope at Mount Palomar, which for
3 decades had been the largest telescope in
the country. Nelson was convinced that stan-
dard telescope mirrors—“mono-
liths” made from a single piece
of glass—had reached their lim-
its. Instead, he proposed to make
the primary mirror for the new
telescope from a few dozen thin,
hexagonal segments joined
together into a smooth parabolic surface.

“I knew I could build a 10-meter mono-
lith. But I didn’t want to, because it would be
the last of the dinosaurs,” says Nelson,
whose concept was greeted with skepticism
by UC astronomers. “I didn’t just want to
build a telescope. I wanted to build a system
that could be extrapolated into a bigger tele-
scope in the future.”

Meanwhile, a physicist named Roger
Angel was melting Pyrex dishes in a
makeshift backyard kiln in Tucson, Arizona,

to figure out how to make monolithic mirrors
bigger and better. Although less radical than
Nelson’s approach, Angel’s posed equally
daunting engineering challenges. The two
men would exchange competitive jibes at con-
ferences. Making no secret of his view of
monoliths as obsolete, Nelson—a native Cali-
fornian with an irreverent style—would jok-
ingly ask Angel why he kept wasting time on a

dead-end technology. Angel, a
transplanted Brit of gentlemanly
bearing, would smile back and
note the risks of an untested one.

By the early 2000s, each side
had points on the scoreboard.
Nelson’s team had built seg-

mented mirrors for the twin 10-meter Keck
telescopes on the summit of Mauna Kea in
Hawaii; Angel’s had fabricated 6.5-meter
monoliths for the two Magellan telescopes at
Las Campanas in Chile. Those successes set
the stage for a new contest, now in full throt-
tle: building the world’s largest telescope. For
the past 5 years, Nelson and his colleagues at
UC have been working on plans for the Thirty
Meter Telescope (TMT)—whose primary
mirror will be a glinting mosaic of 492 hexag-
onal segments controlled with such precision

that even light won’t discern the edges
between them. Meanwhile, Angel and his col-
laborators have set their sights on building the
Giant Magellan Telescope (GMT)—whose
seven monolithic 8.4-meter mirrors, arranged
like flower petals, will function as a primary
mirror 24.5 meters in diameter.

If the telescopes are built—TMT on
Mauna Kea in Hawaii, GMT at Las Cam-
panas—each will capture images up to 10
times sharper than today’s best ground-based
telescopes. Both will shoot for the same scien-
tific goals, which include bringing into focus
the first stars and galaxies, studying the for-
mation of planets and stars, understanding the
growth of black holes, and probing the nature
of dark matter and dark energy. And both will
cost a fortune: The segmented TMT’s price tag
is $1 billion; GMT’s is $700 million.

So far, neither side—UC and the Califor-
nia Institute of Technology for TMT, and a
consortium led by Carnegie Observatories
and the University of Arizona for GMT—has
come close to securing the total funding it
needs. “These facilities are so big that they
could die of their own weight,” warns Richard
McCray, a professor emeritus at the Univer-
sity of Colorado, Boulder. Even if both GMT
and TMT get built with little federal support,
he says, the U.S. National Science Foundation
(NSF) would be hard pressed to help out with
the substantial operating costs of each. Given
the funding challenges, some astronomers say
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Two very different telescope projects are jostling to give the United

States its biggest-ever eye on the sky. Can the country afford both?
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“With the making of the first segment, we
have pretty much retired the risk of how you
put the telescope together,” he says. He has
come home in the middle of the day to tend to
his ailing cat. Sunlight bouncing off a pool in
the back dances on his face as he peels a
pomegranate at the lunch table. Making the
492 segments of the competitor TMT work
together, Angel says, is inherently riskier than
GMT’s seven-piece design: “It’s a matter of
the devil you know versus the devil you don’t.”

Caution and thrift come up a lot when
members of the two teams pitch their projects.
“If you look at the two telescopes, you say 

that [TMT] is really sexy; this [GMT] is old-
fashioned stuff,” says Jonathan Kern, an engi-
neer with GMT. “But this is old-fashioned for
a reason. We are not trying to do anything that
hasn’t been done, that we can’t put a cost on.”

Nelson, who otherwise enjoys the label of
risk-taker, stresses that segmented mirrors
are now a rock-solid technology, too. Con-
trolling 492 segments (inconceivable when
the 36-segment Keck mirror saw first light
16 years ago) is “completely trivial” for
modern computers, he says. “The bottom
line is that today segmented mirrors are
cheaper per square meter than monoliths,”

and the savings on mirror construction far out-
weigh the cost of more-powerful computing
and denser actuators. The American telescope
projects’ transatlantic rival, the E-ELT, will
use 1000 segments, Nelson notes. “Nothing
can stop a good idea,” he says with a grin.

Winner take all?

The race for telescopic supremacy began in
1999, when astronomers’decadal survey—an
official rank-ordered “wish list” of proposed
projects that researchers submit to the govern-
ment—cited a giant telescope as a top priority.
Nelson’s group was first off the block, with a
proposal for what was then called the Califor-
nia Extremely Large Telescope (CELT).

At first, the leadership at Carnegie Obser-
vatories mulled the idea of joining CELT. It
was a controversial proposal. Carnegie Obser-
vatories and Caltech, both nurtured by George
Hale and located 8 kilometers apart, had been
managed jointly until 1971, when differences
culminated in a divorce. Rivalry ran deep.

When Carnegie researchers approached
astronomers at Caltech with an offer to collab-
orate on CELT, they were turned away, accord-
ing to scientists on both sides who did not wish
to spell out the details. Stung by the rebuff,
researchers at Carnegie joined with other insti-
tutions to create what is now Angel’s GMT
consortium. “No question that we got going
because the other group was making head-
way,” says Stephen Shectman, project scientist
for GMT and a researcher at Carnegie. Nelson
and others on TMT acknowledge that they
were less than thrilled to see GMT entering the
arena. “They wanted to be the only U.S. proj-
ect in this area,” Shectman says.

Behind-the-scenes maneuvering fol-
lowed. In 2003, TMT sent UC Berkeley
astronomer Richard Ellis to the Harvard-
Smithsonian Center for Astrophysics, a
Magellan partner, to woo Harvard away
from GMT and into TMT. Josh Grindlay, a
Harvard University researcher who was
involved in the talks, calls Ellis’s visit “a
political move … to squash the competition.”
Nelson is unapologetic. “Harvard’s rich. We
needed rich partners,” he says.

Grindlay says some at Harvard were
tempted but that loyalty to the Magellan con-
sortium and conf idence in the GMT 
proposal—“which really is simpler”—carried
the day. Friends at Caltech still jokingly ask
him if Harvard would like to join TMT, he
says: “They say you might as well join us
because there may not ever be a GMT.”

Nelson’s TMT scored a coup in June 2003
when it signed a technical agreement with a
major users’ group. The Association of Uni-
versities for Research in Astronomy (AURA),

Big plans. E-ELT would dwarf
every other telescope on Earth.
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With a 100-meter primary mirror, it would have been the big daddy of all telescopes, worthy of
the label “Overwhelmingly Large” (OWL) bestowed by its architects at the European Southern
Observatory (ESO). Now, astronomers joke that the acronym means “Originally Was Larger.”
Even so, the scaled-down successor that ESO has committed to building—the European
Extremely Large Telescope (E-ELT)—would still outsize the U.S. entries in its class, the Thirty
Meter Telescope and the Giant Magellan Telescope (see main text), by a fair margin, with a pri-
mary mirror 42 meters in diameter.

E-ELT’s estimated cost of $1.5 billion also makes it the most expensive of the three. Its fund-
ing prospects, however, seem rosier than those of GMT and TMT because governments are back-
ing it: The 14 member states of ESO have agreed to provide a third of the money over the next
10 years. To make up the difference, ESO members are discussing whether to increase their con-
tributions to the ESO budget, attract outside partners, or do both, says Jason Spyromilio, direc-
tor of the E-ELT project office.

The project’s planners, who are currently finishing up a detailed design, want to build the pri-
mary mirror with 1000 segments about the same size as the hexagonal panels in TMT. Spyromilio
says using a handful of larger monoliths between 7 and 8 meters in diameter could also have
worked. “There is no a priori clear solution that would say one is better than the other,” he says
of the two designs. “The selection reflects the different risks that each project associates with its
supply chain.”

The resolution provided by E-ELT’s collecting area of 1200 square meters—nearly twice that of
TMT and three times that of GMT—will enable a lot of exciting science, says Spyromilio. “Anice exam-
ple might be the power of imaging exoplanets. Here the E-ELT will achieve a contrast about an order
of magnitude better than the next best telescope,” he says, adding that E-ELT in principle will be able
to detect exoplanets as small as Earth. Officials hope to pick a site for the telescope from among can-
didate sites in the Canary Islands, Chile, Morocco, and Argentina by the end of this year. –Y.B.

THE COLOSSUS OF EUROPE

Published by AAAS
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Power spectrum sensitivity

SKA

LOFAR

MWA

McQuinn+ 2006

Pathfinder instruments
sensitive to about a decade
in wavenumber

SKA can measure shape
of power spectrum

=> evolution of tilt and 
amplitude of power spectrum

Lidz+ 2008
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21 cm sensitivity

Full SKA

20% SKA

10% SKA

M.G. Santos et al.: Probing the first galaxies with the SKA 7

Parameters — Values
Min. Freq. — 60 MHz
Sensitivity — 4000 m2/K
Max. baseline — 10 Km
Min. baseline — 50 m

FoV — 100 deg2
Integration time — 1000 hours
Freq. interval — 4 MHz
Freq. resolution — 0.01 MHz

Table 2. Assumed experimental Setup. We also considered 20%
and 10% of this sensitivity in our analysis. Note that only 70%
of the assumed collecting area is used in the core of 10 Km di-
ameter.

noise calculation, assuming instead this would be used for point
source removal and calibration. The same applies when the total
collecting area is only 10% and 20% of the reference design.

For the field of view (FoV) we used 10×10 deg2, which,
taking z = 20 as reference, sets a resolution of roughly dk⊥ ∼
4.5× 10−3h/Mpc. Note that the FoV can be traded with the num-
ber of beams (in case we want to observe separate fields) and the
total instantaneous bandwidth (in case we want to probe a larger
redshift range). Assuming that, in the core, correlations within
stations are also possible, we considered a minimum baseline of
50 m giving kmin⊥ ∼ 9×10−3h/Mpc which is enough to probe the
scales of interest. The frequency interval for the analysis should
be chosen carefully at these frequencies since for a fixed fre-
quency interval, dz increases with redshift. For instance, an in-
terval of 8 MHz used in previous analysis (e.g. Bowman et al.
2007) corresponds to integrating the signal over dz ∼ 2.5 which
will average out important features during the period when Lyα
fluctuations are important. On the other hand, using a small in-
terval means we will have fewer modes along the line of sight.
Taking a compromise, we assumed that each measurement was
done with an interval of 4 MHz and a resolution of 0.01 MHz,
giving dk‖ = 0.08 h/Mpc and kmax‖ = 16.6 h/Mpc. Note that the
total instantaneous bandwidth should be much larger than this
(∼ 50 MHz), so we can measure several redshifts at the same
time. Finally, the total integration time was taken to be 1000
hours (see table 2 for a summary of the experimental setup).

We followed the error calculation described above for the
power spectrum assuming a distribution for the antenna/stations
of the telescope such that a constant baseline density is obtained.
Although this is difficult to achieve in practice since the den-
sity of stations normally decreases from the center, it turns out
that this configuration gives the best signal to noise in terms of
the brightness temperature maps and it should therefore give a
good indication of the telescope capabilities to probe the 21 cm
signal power spectrum. A final note on foregrounds: they can
be the most damaging factor at these low frequencies (together
with the calibration issues raised by the ionosphere) although
it is expected that if the foregrounds are smooth enough along
the frequency direction, they can be simply removed by fitting
out a smooth function (Jelić et al. 2008; Morales et al. 2006;
Santos et al. 2005). In this analysis we assume that foreground
cleaning was applied on a region of 32 MHz (so as to avoid
edge effects on our 4 MHz interval) and was successful on scales
smaller than this 32 MHz, e.g. we ignore scales with k < 0.01
h/Mpc (see Harker et al. 2010).

Fig. 7. Error on the 3d 21cm power spectrum at z=20.25 (x̄α =
0.4) assuming an SKA type experiment. Solid black - signal for
simulations S1+S2; dashed green - noise power spectrum (equa-
tion 12) for the full SKA collecting area, 20% and 10% (increas-
ing amplitude). The expected error taking into account the avail-
able number of modes (equation 7) is shown with error bars in
blue, red and yellow respectively.Measurement of the large scale
power spectrum should be possible as long as the signal ampli-
tude is not 100 times smaller than current value (this is controlled
by xα/(1 + xα)(1 − Tγ/TS ) so it should be fine for xα > 0.01).
On large scales it should be possible to measure the signal even
with only 10% of the collecting area.

3.3. Power Spectrum constraints

Figure 7 shows the expected error on the 3 dimensional power
spectrum, P(k) (integrated over θ), assuming the above setup.
Even if foreground removal affects larger k-modes than assumed
here we still have a huge range of measurements available up to
k ∼ 7 h/Mpc and in particular, measurements are quite good
on the interval where the Lyα contribution is more important.
On very large scales it should be possible to measure the power
spectrum even with only 10% of the collecting area. Sample
variance dominates on large scales while noise (dashed green
line) is dominating on small scales (the number of modes on
small scales is limited due to the size of the maximum base-
lines). Note that we could redistribute the collecting area so that
the noise power spectrum followed more closely the signal. The
error on large scales is kept small because there are still a large
number of measurements Nm due to the high resolution on the
u − v space from the large field of view (see eq. 7). With the
above measurements of the 3d power spectra, we should be able
to constrain some of the characteristics of the first galaxies such
as their emission spectra. Although, as we have seen, the Lyα
signal dominates on larger scales over other contributions, these
constraints will be particularly strong if we fix the cosmology,
which should be a reasonable assumption given the expected
level of constraints from the Planck satellite.

Up to now we have been assuming a type II emission spec-
trum with a total of 20, 000 photons per baryon emitted between
the Lyα and Lyman limit frequency. If instead we assume that
the stars responsible for the Lyα coupling are Pop III, we should
have around 5, 000 photons emitted per baryon used in stars with
a spectral index of α = 0.29. Figure 8 shows the results of chang-
ing the emission model with the dashed curves corresponding to

z=20

Santos, Silva, Pritchard+ 2010
Higher redshifts need second generation instruments
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Simplifications

- Propogate in mean density IGM to simplify radiative transfer
- Ignore effects of shock heating
- Propogate Lyman photons until they redshift to line center

Including correct physics will tend to increase power on small scales

Scattering in wings tends to steepen radial
dependence of flux

Semelin, Combes, Baek 2007
Chuzhoy & Zheng 2007
Naoz & Barkana 2007
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Intensity Mapping in outline

Figure 1  Cosmic surveys and pointillism. Traditionally, astronomers map out the large-scale structure 

constant with redshift.
The detection of neutral hydrogen in galax

ies at large cosmic distances has been a major 
science driver for the future Square Kilome
tre Array (SKA) radio telescope. Indeed, the 
measurement of the BAO by large surveys of 
HI 21-cm radio emission from distant galaxies 
is one of the key science projects for the SKA
Chang and colleagues
nique that could provide the first insight into 
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Intensity mapping results

To further reduce uncertainty, we proceedwith the cross-correlation
(stacking) technique. Cross-correlation reduces the error because ter-
restrial RFI and residuals of the continuum sources are randomly
located compared to the locations of optically bright galaxies. To carry
out the cross-correlation, we arrange the DEEP2 data in the same
matrix as the radio data (Fig. 1). We calculate the weighted cross-
correlation between the data in Fig. 1b and c, producing the correla-
tion function in Fig. 2. We detect significant cross-correlation power
out to a relative displacement (lag) of ,10h21 Mpc in the redshift
direction.

To check this cross-correlation result, we carry out a statistical null
test. We randomize the optical redshifts many times, each time
repeating the correlation calculation. We find no significant correla-
tion in the randomized sets and we use the bootstrap variance to
estimate the uncertainties in our measurements. The null test con-
firms that the residual RFI and astronomical continuum sources are
unlikely to cause false detection of 21-cm emission.

The measured cross-correlation can be compared to a model pre-
diction. Locations of optically catalogued galaxies are known to be
correlated amongst themselves, and 21-cm emission is also thought
to originate in galaxies. We therefore model the cross-correlation by
adopting the DEEP2 optical galaxy auto-correlation function,
modelled as a power law7, j(R)5 (R/R0)

21.66, where R is the separa-
tion and R05 3.53 h21Mpc at z5 0.8, which we convolve with the
telescope primary beam in the transverse direction. In the radial
direction we must account for peculiar velocities. The pairwise velo-
city distribution is modelled as a Gaussian with standard deviation
s125 395 km s21, using the relation s12<H(z)R0 (refs 7, 8). The
expected correlation, calculated using this model, is plotted in
Fig. 2 using the best fit value of the correlation amplitude.

We use the correlation amplitude to constrain the neutral hydro-
gen density at redshift 0.8. The cross-correlation jHI,opt (in mK)
between the optical galaxy density field and the neutral hydrogen
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Figure 1 | Spectra of DEEP2 Field-4. a, b, Radio flux arranged with redshift
horizontal and right ascension vertical. Each panel contains data collected in
two declination bins, separated by 159, roughly one GBT beam width. The
higher declination strip occupies the top half of each panel. The pixels are
2 h21 Mpc in size in each dimension. a, Measured flux after the polarization
cut has removed the brightest terrestrial emission. The r.m.s. fluctuation of
the map is 128mK. Vertical structures are due to residual RFI: the wide
stripes are digital television signals and narrow vertical features are analogue
television carriers. Redshift windows free of RFI are rare on the right side of
the plot, which corresponds to greater redshift and lower frequency. The
horizontal bright stripes are due to continuum emissions by astronomical

sources (NVSS J0228061003117 and NVSS J0229381002513), and the
width of these stripes shows the GBT beam width. b, Inverse-variance-
weighted radio brightness temperature, after subtraction of continuum
sources. Theweighted r.m.s. fluctuation is 3.8mK. Even though the standard
deviation of the flux values in this panel has been reduced by more than a
factor of 30 compared to a, residual RFI and continuum emission dominates
the overall variance. c, Optical galaxy density in the DEEP2 catalogue,
smoothed tomatch the resolution of the radio data. The r.m.s. fluctuation of
the map is 1.8. The cross-correlation function in Fig. 2 is calculated by
multiplying the data in b and c with a relative displacement in redshift, then
calculating the variance of the product map.
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Figure 2 | The cross-correlation between the DEEP2 density field and GBT
H I brightness temperature. Crosses, measured cross-correlation
temperature. Error bars, 1s bootstrap errors generated using randomized
optical data. Diamonds, mean null-test values over 1,000 randomizations as
described in Supplementary Information. The same bootstrap procedure
performed on randomized radio data returns very similar null-test values
and error bars. Solid line, a DEEP2 galaxy correlationmodel, which assumes
a power law correlation and includes the GBT telescope beam pattern as well
as velocity distortions, and uses the best-fit value of the cross-correlation
amplitude.
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To further reduce uncertainty, we proceedwith the cross-correlation
(stacking) technique. Cross-correlation reduces the error because ter-
restrial RFI and residuals of the continuum sources are randomly
located compared to the locations of optically bright galaxies. To carry
out the cross-correlation, we arrange the DEEP2 data in the same
matrix as the radio data (Fig. 1). We calculate the weighted cross-
correlation between the data in Fig. 1b and c, producing the correla-
tion function in Fig. 2. We detect significant cross-correlation power
out to a relative displacement (lag) of ,10h21 Mpc in the redshift
direction.

To check this cross-correlation result, we carry out a statistical null
test. We randomize the optical redshifts many times, each time
repeating the correlation calculation. We find no significant correla-
tion in the randomized sets and we use the bootstrap variance to
estimate the uncertainties in our measurements. The null test con-
firms that the residual RFI and astronomical continuum sources are
unlikely to cause false detection of 21-cm emission.

The measured cross-correlation can be compared to a model pre-
diction. Locations of optically catalogued galaxies are known to be
correlated amongst themselves, and 21-cm emission is also thought
to originate in galaxies. We therefore model the cross-correlation by
adopting the DEEP2 optical galaxy auto-correlation function,
modelled as a power law7, j(R)5 (R/R0)

21.66, where R is the separa-
tion and R05 3.53 h21Mpc at z5 0.8, which we convolve with the
telescope primary beam in the transverse direction. In the radial
direction we must account for peculiar velocities. The pairwise velo-
city distribution is modelled as a Gaussian with standard deviation
s125 395 km s21, using the relation s12<H(z)R0 (refs 7, 8). The
expected correlation, calculated using this model, is plotted in
Fig. 2 using the best fit value of the correlation amplitude.

We use the correlation amplitude to constrain the neutral hydro-
gen density at redshift 0.8. The cross-correlation jHI,opt (in mK)
between the optical galaxy density field and the neutral hydrogen

60
40
20
60
40
20

0

60
40
20
60
40
20

0

60
40
20
60
40
20

0

S
pa

tia
l d

is
ta

nc
e 

(h
–1

 M
pc

)

a

b

c

Redshift distance (h–1 Mpc)

1,800 2,200 2,400 2,6002,000

1,800 2,200 2,400 2,6002,000

1,800 2,200 2,400 2,6002,000

Figure 1 | Spectra of DEEP2 Field-4. a, b, Radio flux arranged with redshift
horizontal and right ascension vertical. Each panel contains data collected in
two declination bins, separated by 159, roughly one GBT beam width. The
higher declination strip occupies the top half of each panel. The pixels are
2 h21 Mpc in size in each dimension. a, Measured flux after the polarization
cut has removed the brightest terrestrial emission. The r.m.s. fluctuation of
the map is 128mK. Vertical structures are due to residual RFI: the wide
stripes are digital television signals and narrow vertical features are analogue
television carriers. Redshift windows free of RFI are rare on the right side of
the plot, which corresponds to greater redshift and lower frequency. The
horizontal bright stripes are due to continuum emissions by astronomical

sources (NVSS J0228061003117 and NVSS J0229381002513), and the
width of these stripes shows the GBT beam width. b, Inverse-variance-
weighted radio brightness temperature, after subtraction of continuum
sources. Theweighted r.m.s. fluctuation is 3.8mK. Even though the standard
deviation of the flux values in this panel has been reduced by more than a
factor of 30 compared to a, residual RFI and continuum emission dominates
the overall variance. c, Optical galaxy density in the DEEP2 catalogue,
smoothed tomatch the resolution of the radio data. The r.m.s. fluctuation of
the map is 1.8. The cross-correlation function in Fig. 2 is calculated by
multiplying the data in b and c with a relative displacement in redshift, then
calculating the variance of the product map.
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Figure 2 | The cross-correlation between the DEEP2 density field and GBT
H I brightness temperature. Crosses, measured cross-correlation
temperature. Error bars, 1s bootstrap errors generated using randomized
optical data. Diamonds, mean null-test values over 1,000 randomizations as
described in Supplementary Information. The same bootstrap procedure
performed on randomized radio data returns very similar null-test values
and error bars. Solid line, a DEEP2 galaxy correlationmodel, which assumes
a power law correlation and includes the GBT telescope beam pattern as well
as velocity distortions, and uses the best-fit value of the cross-correlation
amplitude.
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Rise and fall of Tb
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LAE
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Figure 3. Same as Figure 2, but for a futuristic LAE survey that can detect halos down to m exp(−τα(ν0)) > 1 × 1010M! (note
Lint,E ∝ m) and assuming fE = 0.25. The large-scale modulation of LAE by the HII bubbles is clearly apparent in this survey. The
square in the lower left-hand panel represents the 3′ × 3′ FOV of JWST drawn to scale.

measured at z = 6.6 (and tentatively at z = 7) and will be
constrained at even higher redshifts in the coming years, it
is important to understand the signature of reionization in
the luminosity function.

The current data on LAE luminosity functions may
indicate that reionization is happening at z = 6.6.
Kashikawa et al. (2006) finds that there is a suppression
in the bright end of their measured luminosity function at
z = 6.6 relative to that at z = 5.7 at 2-σ significance.
See the thick solid curve in Figure 5 for the ratio of the
z = 5.7 and z = 6.6 best-fit LAE luminosity functions
along with an estimate for the 1-σ shot noise errors on

this ratio (Shimasaku et al. 2006; Kashikawa et al. 2006).8

Kashikawa et al. (2006) propose that the suppression of the
high luminosity end may imply a change in the ionization
state of the IGM. In addition, Iye et al. (2007) finds an ad-
ditional factor of few suppression in the luminosity function
at z = 7 for emiters with Lobs,E > 1 × 1043 erg s−1.

Dijkstra et al. (2006) suggest that there is a more mun-
dane explanation for this suppression – the evolution of the
halo mass function. Employing a similar model for LAEs

8 The cosmic variance errors are highly correlated between dif-
ferent luminosity bins, and a 1-σ cosmic fluctuation will raise or
suppress this ratio by ≈ 50% for an ionized universe (see Section
6).
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