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Plan for today
1. Hubble view of high-z galaxies. 
How do we currently understand 
galaxy evolution at ?


2. First observations w/ JWST. 
Can we accommodate early 
measurements in context of HST-
era constraints? 

3. What else is going on?     
Current / near-future input from 
EDGES, HERA, Roman, SPHEREx.

z ≳ 4

galaxies

from Lidz+ 2009

21-cm



Part I. High-z Galaxies

(pre-JWST)



• Star formation efficiency (SFE) 
and related stellar-mass-halo-
mass relation strong functions 
of halo mass.


• Case at high-z not so clear. 
Does it evolve?


• Low-mass regime virtually 
unconstrained.


• What does this tell us about 
feedback?

3168 P. Behroozi et al.

Figure 34. Median observed stellar mass–halo mass relation for our best-fitting model (labelled as ‘UniverseMachine DR1’) compared to previous results at
z = 0.1. Results compared include those from our previous works (Behroozi et al. 2010, 2013e), from empirical modeling (EM; Moster et al. 2013, 2018;
Birrer et al. 2014; Lu et al. 2015b; Rodrı́guez-Puebla et al. 2017), from abundance matching (AM; Moster et al. 2010; Reddick et al. 2013; Shankar et al. 2017),
from Conditional Stellar Mass Function (CSMF) modeling (Yang et al. 2012; Wang et al. 2013), and from cluster X-ray mass measurements (Lin & Mohr
2004; Hansen et al. 2009; Kravtsov et al. 2018). Grey-shaded regions correspond to the 16th−84th percentile range in Behroozi et al. (2010). The 16th−84th

percentile range of the model posterior distribution is shown by the purple error bars.

Figure 35. Median stellar mass–halo mass relations for our best-fitting model compared to previous results at z ∼ 1 and z ∼ 3. Results compared include
those from our previous works (Behroozi et al. 2010, 2013e), from empirical modeling (EM; Moster et al. 2013, 2018; Lu et al. 2015b; Rodrı́guez-Puebla
et al. 2017), from abundance matching (AM; Moster et al. 2010), from Halo Occupation Distribution modeling (H; Wake et al. 2011; Leauthaud et al. 2012;
Coupon et al. 2015; McCracken et al. 2015; Ishikawa et al. 2017; Cowley et al. 2018), and Conditional Stellar Mass Function modeling (CSMF; Yang et al.
2012; Wang et al. 2013). Yang et al. (2012) report best fits for two separate stellar mass functions; we show results from SMF2 at z = 3.0. Grey-shaded regions
correspond to the 16th−84th percentile range in Behroozi et al. (2010).

and fitting of massive galaxies in the SDSS, as well as deeper
imaging of z = 0–1 massive galaxies in ULTRAVISTA. Using the
revised stellar mass functions resolves past discrepancies between
cluster-based SMHM relations and those derived from empirical
models (Lin & Mohr 2004; Hansen et al. 2009; Kravtsov et al.

2018). The remaining difference between our results and Kravtsov
et al. (2018) is due to the latter counting all intracluster light as part
of the galaxy.

For low-mass haloes (Mh < 1011 M#), the best-fitting model has
a weaker upturn in the SMHM ratio than found by Behroozi et al.
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Big picture motivation
How efficient is galaxy formation across cosmic time?



8 J. Park et al.

Figure 3. The 21-cm signal together with the UV LFs corresponding to our fiducial model parameters. The top three panels show
a ⇠ 1 Mpc slice through the 3D light-cone of 21-cm signal, the average brightness temperature o↵set and the PS at k = 0.1 Mpc

�1,
respectively. The left four panels in the middle show corresponding LFs with observations from Bouwens et al. (2016) for z ⇠ 6,
Bouwens et al. (2015a) for z ⇠ 7 � 8 and Oesch et al. (2017) for z ⇠ 10, respectively. The rightmost panel in the middle shows the
stellar mass per halo mass (left axis) and the escape fraction (right axis) as functions of halo mass. Toggles on the bottom represent
the fiducial parameter values. For movies showing how these observables change with changes in the astrophysical parameters, see
http://homepage.sns.it/mesinger/Videos/parameter_variation.mp4

of the 21-cm signal, using an optimized version of 21cm-
fast. Then, it calculates a likelihood by comparing PS of
the sampled 21-cm signal against the mock observation (see
Appendix B), defined as
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where �21(x, z) ⌘ �T̄b(x, z)/�T̄b(z)�1. Note that we limit the k

space range from 0.1 to 1.0, corresponding roughly to limits
on the foreground noise and the shot noise, respectively

As in previous works, we adopt a modeling uncertainty,
accounting for inaccuracies in our semi-numerical models.
We take a constant uncertainty of 20 per cent on the sam-
pled 21-cm PS, motivated by comparisons to RT simulations
(Zahn et al. 2011; Ghara et al. 2015; Hutter 2018). We note
that with further comparisons, these modeling uncertain-
ties can be better characterized and accounted for. More-
over, we include Poisson uncertainties on the sampled 21-cm
PS, roughly consistent with cosmic variance for these scales
(Mondal et al. 2015). These two uncertainties are added in
quadrature with the total noise PS in equation 25.

We account for redshift space distortions along the line

of sight using the relation

s = x + (1 + z)
H(z) vk(x), (23)

where s and x are the redshift and real space signal, re-
spectively. For details of this implementation, see Greig &
Mesinger (2018) (see also Mao et al. 2012; Jensen et al.
2013).

5.1 Telescope noise

We calculate noise on the mock 21-cm observation using the
python module 21cmsense (Pober et al. 2013, 2014). First,
we generate the thermal noise PS at each uv cell according to
(e.g. Morales 2005; McQuinn et al. 2006; Pober et al. 2014):
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where XY
2 is a scalar factor converting observed band-

widths and solid angles to comoving distance, ⌦0 is a beam-
dependent factor derived in Parsons et al. (2014), t is the
integration time within a particular k-mode, Tsys is the sys-
tem temperature. Then, the total noise power at a given
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What we know: counts and colors at z~4-8

model LF as

f= Sn V (4)expected i j j i j, ,

where Vi j, is the effective volume over which one could expect
to find a source of absolute magnitude j in the observed
magnitude interval i. We estimate Vi j, for a given search field
using an extensive suite of MonteCarlo simulations where we
add sources with an absolute magnitude j to the different search
fields and then see whether we select a source with apparent
magnitude i. The Vi j, factors implicitly correct for flux-boosting
type effects that are important near the detection limits of our
samples, whereby faint sources scatter to brighter apparent
fluxes and thus into our samples.

Computing the relevant Vi j, values for all of our samples and
search fields required our running an extensive suite of Monte
Carlo simulations. In these simulations, large numbers of
artificial sources were inserted into the input data (typically
∼50 arcmin−2 in each simulation). Catalogs were then
constructed from the data and sources selected. To ensure that
the candidate galaxies in these simulations had realistic sizes
and morphologies, we randomly selected similar-luminosity
~z 4 galaxies from the Hubble UltraDeep Field to use as a

template to model the two-dimensional spatial profile for
individual sources. We assigned each galaxy in our simulations
a UV color using the β versusMUV determinations of Bouwens
et al. (2014b), with an intrinsic scatter in β varying from 0.35
brightward of −20 mag to 0.20 faintward of −20 mag. This
matches the intrinsic scatter in β measured for brightest
~ -z 4 5 sources by Bouwens et al. (2009, 2012b) and

Castellano et al. (2012), as well as the decreased scatter in β for
the faintest sources (Rogers et al. 2014). Finally, the templates
were artificially redshifted to the redshift in the catalog using
our well-tested “cloning” software (Bouwens et al. 1998,
2003a) and inserted these sources into the real observations. In
projecting galaxies to higher redshift, we scaled source size
approximately as + -z(1 ) 1.2 to match that seen in the
observations (Oesch et al. 2010a; Grazian et al. 2012; Ono
et al. 2013; Holwerda et al. 2014a; Kawamata et al. 2014). We
verified through a series of careful comparisons that the source
sizes we utilized were similar to those in the real observations,
as a function of bothredshift and luminosity (AppendixD).

In calculating the effective selection volumes over the
CANDELS-UDS, COSMOS, and EGS search areas, we also
simulated realistic images of our mock sources in the ground-
based and Spitzer/IRAC observations, by covolving the H160-
band images of these sources by the appropriate kernels to
match the broader-PSF and adding these sources to the real
observationsand extracting their fluxes using the same
photometric procedure as we applied to the real observations.
Finally, we made use of the full set of flux information we were
able to derive for the mock sources (HST+ground-based+-
Spitzer/IRAC) to estimate photometric redshifts for these
sources and hence determine whether sources fell within our
redshift selection windows. As with the real observations,
mock sources were excluded from the selection, if they were
detected at >2.5σ significance in passbands blueward of the
break. We note that in producing simulated IRAC images for
the mock sources, we assume a rest-frame EW of 300 Å for
Hα+[N II] emission and 500 Å for [O III]+Hβ emission over
the entire range z = 4–9, a flat rest-frame optical color, and
anH160-optical continuum color of 0.2–0.3 mag, to match the
observational results of Shim et al. (2011), Stark et al. (2013),

González et al. (2012, 2014), Labbé et al. (2013), Smit et al.
(2014a, 2014b), and Oesch et al. (2013b).
After deriving the shape of the LF at each redshift using this

procedure, we set the normalization by requiring that the total
number of sources predicted on the basis of our LFs be equal to
the total number of sources observed over our search fields.
Applying the above SWML procedure to the observed surface
densities of sources in our different search fields, we
determined the maximumlikelihood LFs.
We elected to use a 0.5mag binning scheme for the LFs at
~z 4–8, consistent with past practice. To cope with the noise

in our SWML LF determinations that result from deconvolving
the transfer function (implicit in the Vi j, term in Equation (4))
from the number counts nobserved i, , we have adopted a wider
binning scheme at the faintend of the LF. This issue also
causes the uncertainties we derive on the bright end of the LF
to remain somewhat large at all redshifts (as uncertainties in the
measured flux for individual sources allow for the possibility
that the observed source counts could arise from “picket
fence”-type LFs with the bulk of sources concentrated in just
the odd or even stepwise LF intervals).
In deriving the LF from such a diverse data set, it is essential

to ensure that our LF determinations across this data set are
generally self-consistent. We therefore derived the UV LFs at
~z 5, ~z 6, ~z 7, and ~z 8 separately from the wide-area

UDS+COSMOS+EGS CANDELS observations, from the
CANDELS-DEEP region within the CANDELS-GN and GS,
from the CANDELS-WIDE region within the CANDELS-GN
and GS, and from the BoRG/HIPPIES observations. As we
demonstrate in Figure A3 in Appendix E, we find broad
agreement between our LF determinations from all four data
sets, suggesting that the impact of systematics on our LF results
is quite limited in general.
After considering the LF results from each of our fields

separately, we combine our search results from all fields under
consideration to arrive at stepwise LFs at ~z 4–8 for our
overall sample. The results are presented in Figure 6 and in
Table 5. Broadly speaking, the LF determinations over the

Figure 6. SWML determinations of the UV LFs at ~z 4 (blue solid circles),
~z 5 (green solid circles), ~z 6 (light blue solid circles), ~z 7 (black

circles), and ~z 8 (red solid circles). Also shown are independentlyderived
Schechter fits to the LFs using the STY procedure (see Section 4.2). The UV
LFs we have derived from the complete CANDELS+ERS+XDF+HUDF09
data sets show clear evidence for the buildup of galaxies from ~z 8 to ~z 4.
Note the appreciable numbers of luminous galaxies at ~z 6, ~z 7, and ~z 8.
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Figure 6. Evolution of the median value of the UV spectral slope β with redshift for all galaxies in our sample (circles). The median M1500 for these points are −19.4
(z = 4), −19.7 (z = 5), −19.9 (z = 6), −19.9 (z = 7), and −20.0 (z = 8). The smaller symbols represent recent results from Finkelstein et al. (2010), McLure et al.
(2011), Dunlop et al. (2012), Bouwens et al. (2012), Castellano et al. (2012), and Wilkins et al. (2011), each interpolated to represent the results at the median value of
M1500 for our sample (with the exception of the z = 7 result of Finkelstein et al. 2010, which is shown at M1500 = −18.8). We find that significant evolution in β takes
place from z = 7 to 4, which is likely due to increased dust extinction. We note that the point at z = 8 is preliminary, due to the large scatter inherent in measuring β
for faint galaxies from a single color. We have faded this point in the figure to caution the reader about these uncertainties.
(A color version of this figure is available in the online journal.)

Table 4
Median Values of the UV Spectral Slope β

Sample Median β Median β Median β Median β β–M1500
a Adoptedb

All Galaxies L > 0.75 L∗ 0.25 L∗ < L < 0.75 L∗ L < 0.25 L∗ Slope M∗

z = 4 −1.82+0.00
−0.04 −1.80+0.03

−0.06 −1.86+0.03
−0.02 −1.80+0.01

−0.05 0.01 ± 0.03 −21.06

z = 5 −1.91+0.02
−0.06 −1.88+0.05

−0.09 −1.97+0.07
−0.04 −1.85+0.06

−0.12 0.00 ± 0.06 −20.69

z = 6 −2.07+0.06
−0.10 −2.05+0.11

−0.11 −2.02+0.13
−0.13 −2.32+0.22

−0.15 −0.10 ± 0.07 −20.29

z = 7 −2.37+0.26
−0.06 −2.15+0.25

−0.16 −2.42+0.31
−0.20 −2.68+0.39

−0.24 −0.20 ± 0.11 −20.14

z = 8 −1.95+0.23
−0.27 −1.87+0.33

−0.38 −2.03+0.46
−0.38 −1.88+1.03

−0.56 −0.03 ± 0.26 −20.10

Notes.
a We note that although a significant slope is not observed at z = 4 and 5, if we restrict the faintest magnitude bin to only include galaxies from the
HUDF data set, we do recover a slope of −0.07 ± 0.01 at z = 4 and −0.09 ± 0.03 at z = 5.
b The references for our assumed values of the characteristic magnitude M∗ are Bouwens et al. (2007) for z = 4, 5, and 6 and Bouwens et al. (2011)
for z = 7 and 8.

The median value of β ′ is then computed from this modified
sample. The simulation is repeated 104 times. In this manner,
we build up a distribution of median β values in each of the bins,
and the 68% confidence range is computed from these simulated
β values. This process is done for all three bins (as well as for all
galaxies together) in each of the five redshift samples. We note
that the Monte Carlo portion of these simulations is necessary
to account for the intrinsic scatter in the rest-frame UV colors
of galaxies, which contributes to the observed scatter in β, in
addition to the photometric error. The latter would be the only
source of the observed scatter if one was observing a population
of galaxies with a uniform color; this is not the case at lower

redshift, and thus we do not expect it to be the case out to the
highest redshifts.

We list the median values of β in all three luminosity bins, as
well as for all galaxies in each redshift sample, in Table 4. We
summarize the evolution of the median β of all galaxies in each
sample with redshift in Figure 6.

3.4. Contamination

Although the comparison with existing spectroscopy indi-
cates that contamination by lower redshift galaxies in our sample
is low, widespread spectroscopic coverage at the high-redshift
end of our sample is not yet available. One way we can inves-
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Rest-ultraviolet luminosity functions (UVLFs) 
[just histogram of galaxies vs. mag]

Rest-ultraviolet colours (spectral slope vs. z)

[know more than this, but this is easiest stuff for theorists to use] 
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Semi-empirical SFE model

JM, Furlanetto, & Sun 2017

Assume we know: 


• halo mass function, .

• halo mass accretion rates (MAR), .


Assume star formation tracks MAR.


Can fit for  parameters via fitting rest-
UV luminosity functions (UVLFs).

dnh/dMh ·Mh

f*
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Semi-empirical dust model

L� = L�,0 exp{�⌧�}
= L�,0 exp{�⇢dRd�}
= L�,0 exp{�(3MZfdtmr/4⇡R

2
d)�}
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Relate dust production to star formation via fdtmr parameter 
and invoke dust scale length, Rd, to get column density.


Synthesize SED of each model galaxy, redden, and 
“observe” through HST filters relevant for redshift.


This looks like a pt. src 
w/ spherical screen, but 
we can also think of this 
as some effective dust 
column density to get 
away from geometrical 
interpretation.


JM, Mason, & Stark 2020

Avoid IRX-   :�
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JM, Mason, & Stark (2020), see also, e.g., Sun & Furlanetto (2016), Tacchella+ (2018), Behroozi+ (2019), +many others

Model calibration



JM, Mason, & Stark (2020), see also, e.g., Sun & Furlanetto (2016), Tacchella+ (2018), Behroozi+ (2019), +many others

Model calibration



Universal SFE & dust results

JM, Mason, & Stark 2020 note: solid (dotted) curves assume double power-law (power-law) Rd

Colour evolution matches up with observations even without SFE, fdtmr, or Rd evolution.



Side note: LAEs too?

JM, Mason, & Stark 2020



So: SFE, Rd, fdtmr, need not evolve to 
match UVLF & color evolution…

…but shouldn’t they evolve?



Feedback: SFE=SFE(z)

see, e.g., Furlanetto, JM+ 2017, 

and most semi-analytic models (e.g., Somerville+ 2012, Dayal+ 2013, …)

Ṁ⇤ = Ṁb � Ṁw

f⇤Ṁb = Ṁb � ⌘Ṁ⇤

) f⇤ =
1

1 + ⌘
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<latexit sha1_base64="u6bIODPYdZtseuOG6UO0+AGyZkM=">AAADCHicjVJNixQxEE23X+v4NbseBQkOyoo4dvcK60VY9OJlZUVnd2F6tklnqmfCpLtDUr0yhhy9+Fe8eFDEqz/Bm//GzAfq7ihaEHhUvXovVUmupDAYRd+D8MzZc+cvrF1sXbp85eq19vrGvqkbzaHHa1nrw5wZkKKCHgqUcKg0sDKXcJBPns7qB8egjairVzhVMCjZqBKF4Ax9KlsPbqaFZtzGziaOpsMa7a7LXtPjzKYlw7EuLRju3FFC79DHPwk2ZQY9H5QR0utMaFqXMGK/ul4+B+cJKW2dMABkf9X+LzEcg4ai1kDThZpvnBsk/xRwdtXZeetU6VphTXez8ZG9nzzYcpvxvTd3PY5d1u5E3WgedBXES9Ahy9jL2t/8jnhTQoVcMmP6caRwYJlGwSW4VtoYUIxP2Aj6HlasBDOw84d09LbPDKmfzp8K6Tz7e4dlpTHTMvfM2RjmdG2W/FOt32DxaGBFpRqEii+MikZSP/XsV9Ch0MBRTj1gXAt/V8rHzK8V/d9p+SXEp0deBftJN97qJi8ednaeLNexRm6QW2STxGSb7JBnZI/0CA/eBu+Dj8Gn8F34IfwcfllQw2DZc52ciPDrD9S793c=</latexit>

Balance star formation, inflow, outflow:



Tension in Physical Models
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Tension in Physical Models
How to reduce tension w/ dashed curves?
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Rapid contraction  over-reddening→
Rvir / M1/3

h (1 + z)�1
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Remedies

(see also, e.g., Vogelsberger+2019, Qiu+ 2019)

2988 L. Y. A. Yung et al.

Table 2. Values for τ dust, 0 tuned by hand to match observations and fitted
with the exponential function provided in the text.

τ dust, 0 (10−3)
z Tuned Fitted

4 18.00 18.99
5 14.00 13.93
6 13.00 10.22
7 8.00 7.50
8 4.00 5.50
9 4.00 4.04
10 1.00 2.96

Figure 1. Comparison of the τ dust, 0 values adopted in this work and in S12.
The blue markers show the values tuned by hand to match observations, and
the solid line is the fitting function adopted in our model (see text).

adopted in this work, which is why the values do not match up
perfectly in the redshift range of overlap.

We obtained the latest version of the published NIRCam filter
response functions1 with optical telescope element (OTE). For each
galaxy, we calculate its apparent magnitude by convolving the syn-
thesized SED with the NIRCam filters. We also include absorption
due to the intervening IGM. The effective optical depth of the IGM
along the line-of-sight, to a source at some redshift, at wavelength
λ is calculated using the expression given in Madau et al. (1996).

2.6 Chemical evolution

The production of metals is modelled using a simple approach that is
commonly adopted in semi-analytic models (see e.g. Somerville &
Primack 1999; Cole et al. 2000; De Lucia, Kauffmann & White
2004). In a given time-step, where a parcel of new stars dm∗ is
created, a mass of metals dMZ = y dm∗ is also formed, where y is
the ‘effective’ chemical yield, or mean mass of metals produced per
mass of stars. Here, we assume that the chemical yield is constant.
In principle, y could be obtained from stellar evolution models, but
these model yields are uncertain by a factor of ∼2, and the single-
element instantaneous recycling approach to chemical evolution
that we are using here is somewhat crude, so we, instead, treat
the chemical yield as a free parameter while restricting it to an
expected range. Once created, metals are assumed to be mixed
instantaneously with the cold gas in the disk. We track the mean
metallicity of the cold gas Zcold, and new star parcels created out
of this gas are assumed to have the same stellar metallicity Z∗ as
the mean metallicity of the cold gas in that time-step. Supernova

1https://jwst-docs.stsci.edu/display/JTI/NIRCam + Filters

Table 3. A table for the model parameters that changed after re-calibration
for the Planck cosmology. We also show the values used in SPT15, where
cosmological parameters from WMAP5 were adopted, to illustrate by how
much these parameters have changed. For a complete list of model parame-
ters, see Table 1 in SPT15.

Parameter Description This work SPT15

εSN SN feedback efficiency 1.7 1.5
αrh SN feedback slope 2.8 2.2
τ ∗, 0 SF timescale normalization 1.0 1.0
y Chemical yield (in solar units) 2.0 1.6
κAGN Radio mode AGN feedback 3.0 × 10−3 3.8 × 10−3

feedback ejects metals from the disk, along with cold gas. These
metals are either mixed with the hot gas in the halo, or ejected from
the halo into the ‘diffuse’ intergalactic medium (IGM), in the same
proportion as the reheated cold gas (see S08). The ejected metals
in the ‘diffuse gas’ reservoir are also reaccreted into the halo in the
same manner as the gas.

Throughout this paper, the yield y and all metallicities are given in
solar units, which we take to be Z% = 0.02. Although this formally
represents the total metallicity, we note that as we track only the
enrichment associated with Type II supernovae, our metallicity esti-
mates probably correspond more closely with α-type elements. Note
that because enriched gas may be ejected from the halo, and primor-
dial gas is constantly being accreted by the halo, this approach is not
equivalent to a standard ‘closed box’ model of chemical evolution.

2.7 Calibrating the free parameters

We calibrate our models to a standard set of z ∼ 0 observables,
and then leave all free parameters (except the dust normalization,
as noted above) fixed. Relative to the WMAP5 cosmology used
in S08 and SPT15, the Planck cosmology adopted here results in
significantly different predictions for the abundance of dark matter
halos as a function of cosmic time (see Rodrı́guez-Puebla et al.
2016), and as a result the free parameters of the SAM need to
be re-calibrated. We show the calibration quantities, along with
some other diagnostic quantities that are not used in calibration,
in Appendix B. The details of the calibration procedure are also
presented in the Appendix. The model parameters used throughout
this work are summarized in Table 3.

3 R E S T- F R A M E U V LU M I N O S I T Y F U N C T I O N S

Perhaps the most basic statistical characterization of the galaxy
population is the one-point distribution function of an observable
quantity, such as luminosity (commonly referred to as the ‘luminos-
ity function’ (LF)). The change of the LF in different redshift bins
constrains the evolution of the galaxy population over cosmic time.
In this section, we present the UV LFs predicted by our SAM at
z = 4−10. With the large dynamic range of dark matter halo masses
probed by our models, our predictions cover a wide UV luminosity
range between MUV ∼ −6 to −24. All binned luminosity functions
presented in this work are available for download online.2 Through-
out this work, we use a tophat filter of width of 400Å centered at
1600Å to calculate the rest-frame UV luminosity.

In Fig. 2, we show the distribution functions for the intrinsic
rest-frame UV luminosities, without accounting for the effect of

2https://www.simonsfoundation.org/semi-analytic-forecasts-for-jwst/
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Invoke redshift evolution in the 
dust opacity?

In this work: allow Mh or redshift 
dependent fdtmr and fduty:

Force SFE to energy-regulated case.

Force Rd to track Rvir.

JM 2020



Fit Results
MCMC fit to z~4,6,8 UVLFs and colours (8-9 parameters)

How different are these three models “under the hood”?

data from Bouwens+ 2014,2015

JM 2020



Constraints on properties of galaxies

JM 2020

duty cyclestar formation efficiency dust to metal ratio

Each scenario here can fit all UVLFs and colours — need more (and different) data!



Clustering signal

How to differentiate models, given ease with which UVLFs and colors can be matched?

Evolution of the mean bias of galaxies with redshift.

data from Barone-Nugent, Trenti+ (2014)JM 2020



Part II. First wave of 
JWST results



Luminous Galaxies at z ⇡ 11� 13 9

Figure 5. Constraints on the bright end of the UV LF at z ⇠ 10 � 13. The current JWST data allow us to derive a first

estimate of the number density of galaxies with MUV ⇠ �21 at these redshifts (purple star). While this estimate lies a factor

⇠ 10⇥ above the extrapolation of Schechter function constraints to z = 11.5 from Bouwens et al. (2021, dashed black line), they

are in very good agreement with extrapolated double-power law LFs from Bowler et al. (2020, black solid line). In fact, GN-z11

(orange star) is also consistent with the double-power law LF. Other LF estimates and upper limits at z ⇠ 10 are shown as open

symbols (see legend for references). Simulated predictions are shown from the UniverseMachine models at z ⇠ 11 and z ⇠ 12

(dotted lines) and from the Delphi model at z ⇠ 11 (darker gray shaded region).

(2019); Morishita et al. (2020); Finkelstein et al. (2022);
Bagley et al. (2022); Leethochawalit et al. (2022).
Finally, we also briefly compare our estimates

with simulated LFs from the UniverseMachine model
(Behroozi et al. 2019) and from the Delphi model (Dayal
et al. 2014, 2022). While our estimate is in rough agree-
ment with these prediction at z ⇠ 11, the model LFs
evolve very rapidly at these early times, such that the
z ⇠ 12 LF is already > 30⇥ below our estimate. This is
a general trend of model predictions: a relatively rapid
evolution of the LF at z > 10, driven by the underly-
ing evolution of the dark matter halo mass function (see
also Oesch et al. 2018; Bouwens et al. 2021). However,
the handful of bright galaxies that have been found at
z ⇠ 10 � 13 to date appear to oppose this trend. It is
still unclear what the physical reason for this might be.
Evidence is mounting that the star-formation e�ciency
in the early Universe may be very high in a few sources,
thus resulting in the early appearance of UV-luminous
galaxies with stellar masses as high as 109 M� already
a few hundred Myr after the Big Bang. Wider area
datasets will be required to increase the search volume,

for more reliable constraints on the number densities of
luminous sources.

6. SUMMARY & OUTLOOK

This paper presented a search for luminous z > 10
galaxies across the two JWST Early Release Science pro-
grams in extragalactic fields. We find the following –

• We identify two particularly luminous sources in
the GLASS ERS program. These sources, GL-z11
and GL-z13, have continuum magnitudes of ⇠ 27
at 2 µm and display dramatic > 2 mag breaks
in their SEDs that are best fit as Lyman breaks
occurring at redshifts of z ⇡ 11 and z ⇡ 13 re-
spectively. [Fig. 1, Fig. 2, §4.1]

• SED modeling of these sources shows they have
properties (e.g., � slopes, specific star-formation
rates) expected of z > 10 galaxies. These systems
are a billion solar mass galaxies, having built up
their mass only < 300 � 400 Myrs after the Big
Bang. [Table 3, §4.3]

Definitely learning if all models are wrong!

see also Donnan+, Harikane+, 
interpretations from Mason+, 
Ferrara+, Zavala+, Naidu+ …Naidu+ 2022

Some of the first 
high-z galaxies from 
JWST…are there too 
many? Are they too 
bright? Are they all 
interlopers?



Agreement w/ HST-based models at  z ≲ 10

JM & Furlanetto (arXiv:2208.12826)

Small symbols: HST Big symbols: JWST

Solid: energy-regulated  model, with dust and 0.3 dex scatter in SFR(Mh) f*
Dashed: ‘universal’  model, no dust or scatter in SFR(Mh) f*



Abundances high, ~constant at z ≳ 10

JM & Furlanetto (arXiv:2208.12826)

Solid: energy-regulated  model, with dust and 0.3 dex scatter in SFR(Mh) f*
Dashed: ‘universal’  model, no dust or scatter in SFR(Mh) f*

Small symbols: HST Big symbols: JWST



Abundances ~constant by chance?

Halo/galaxy surface density subject to Poisson sampling and cosmic variance…

JM & Furlanetto (arXiv:2208.12826)

~constant

Dark: 68% of realizations

Light: 95% of realizations LUV ∝ SFR ∝ f* × MAR



Masses, rest-UV colors, ages ~OK?

See Lily Whitler’s talk next

Mention Endsley+ about colors & nebular emission, Kelson about SFHs

JM & Furlanetto (arXiv:2208.12826)

no dust!



Need flat , high scatter, and dustf*

JM & Furlanetto (arXiv:2208.12826)

Many moving parts here:

• Scatter ‘props up’ bright-end.

• see also Mason+


• Flat  slows UVLF evolution.

• see also Inayoshi+ 


• Without dust, UV too blue! 

• Still need some dust?

• Or, very rapid disappearance of 

dust (see Ferrara+) and, e.g., 
strong nebular continuum (e.g., 
Endlsey+, Topping+)? More 
complex SFHs (e.g., Kelson+, 
Tacchella+)?

f*



JM & Furlanetto (arXiv:2208.12826)

Need flat , high scatter, and dustf*
Many moving parts here:

• Scatter ‘props up’ bright-end.


• Flat  slows UVLF evolution.

•Without dust UV too blue!


• Adding dust:

•Reddens colors


•Requires boost in , drives 
ages and masses up too.

f*

f*



12 Furlanetto & Mirocha

Figure 9. Top: Time-integrated star-formation e�ciency across all star-
forming haloes in our models. Bottom: Stellar mass density in our models. In
both panels, solid and dotted curves take n� = 0.0015 and 0.1, respectively,
while the dashed curves take n� = 0.0015 for a turbulent disc model. The thin
curves show the corresponding models without burstiness included (which
are nearly independent of n� , once transient e�ects from the initial conditions
settle down).

at this early time in the bursty mode does suggest that it can be
probed even if the luminosity function can only be constrained to
order unity. If the small-scale star formation e�ciency is large, this
can be a fairly dramatic e�ect. For example, if n� = 0.1, we find
enhancements to the I = 12 and I = 15 luminosity functions by
factors of five and ten (respectively) relative to the quasi-equilibrium
model for "�⌫ <⇠ � 14. This more gradual evolution to the galaxy
abundance would of course be good news for high-I galaxy searches
with forthcoming instruments.

6.2 The star formation history and reionization

The overall increase in the star formation e�ciency due to bursti-
ness has important implications for the global star formation history
as well. In the bottom panel of Figure 9 we show the total stellar
mass density formed in the Universe11 in several of our models.
The top panel shows the population-averaged e�ciency with which
haloes turn baryons into stars in the same models. The thin curves
show models without bursts; the thick curves include them. Because
structure formation is hierarchical, the preferential increase in star
formation in small objects has the strongest e�ects at early times,
when the haloes hosting galaxies are smaller. Thus while the stellar
mass density is only modestly a�ected at I <⇠ 8 except in the strongest
burst models, it increases by up to an order of magnitude at early
times.

11 Note that we have not taken into account the return of mass to the inter-
stellar medium from winds or supernovae in this estimate, so the actual mass
inside of stars will be <⇠ 75% of this for a standard IMF.

Figure 10. The e�ect of bursty star formation on the reionization history. The
curves use the same models as in Fig. 9. Bottom: Global ionization history. All
models are normalized to have Ḡ8 = 0.99 at I = 6. Top: Cumulative optical
depth (computed from the redshift shown to I = 0) for these ionization
histories.

Although bursts only manifest in small galaxies (fainter than most
of the current observational limits with deep HST campaigns), we
must emphasize that these systems likely still dominate the overall
star formation budget of the Universe. For example, in the quasi-
equilibrium model at I = 7, just over half the stellar mass density is
contained in haloes with <⌘ < 1010 "� . The stellar mass density
inside such haloes increases by ⇠ 25% if bursts are included with
n� = 0.015 (or by nearly 300% in the extreme n� = 0.1 model!).
These enhancements only become more important at earlier times.
This emphasizes the importance of probing faint galaxies during the
Cosmic Dawn.

Increasing the star formation rate density at very early times has
implications for other aspects of the early Universe as well. For
example, Figure 10 illustrates the e�ect on the earliest phases of
reionization. In the bottom panel, we show sample reionization his-
tories from the models shown in Figure 9. To compute these, we
require the ionizing e�ciency of the galaxies per unit star formation.
Rather than assume such a values, we normalize all the models to
have Ḡ8 = 0.99 at I = 6, which allows us to highlight the di�erences
in the early stages of the ionization histories due to the burst models.
We note, however, that recent observations suggest that the e�ciency
of ionizing photon production required to reionize the Universe by
this time may be di�cult to achieve (Davies et al. 2021; Cain et al.
2021) – fortunately, the increased star formation rates provided by
bursty galaxies does help mitigate this problem. We also assume that
the ionizing e�ciency remains constant across all halo masses and
redshifts; there is no justification for this, other than simplicity, but
also no better-motivated choices. These models should therefore only
be taken as illustrative histories.

Transforming the star formation history into a reionization history
also requires assumptions about recombinations in the intergalactic
medium. For simplicity, here we have assumed that recombinations

MNRAS 000, 1–15 (2015)

Constant  and scatter: package deal?f*
• General interpretation of steep decline in  at 

low  is that feedback is strong in low-
mass galaxies (shallow potentials).


• Only works if feedback injected quickly 
relative to halo growth timescale.


• At high-z, tSN ~ tdyn, could result in failure of 
feedback, overshoot in SFR in ~2-3x bursts.


• Does not help with the many very bright 
galaxies detected with JWST ‘out of the 
box,’ which suggest ~1 dex scatter in 
SFR(Mh). This model naturally yields ~2-3x, 
more to think about.

f*
Mh

Furlanetto & JM 2021

see also, e.g., Faucher-Giguère (2018), Orr+ (2019).
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Interlopers?
Furlanetto & JM (arXiv:2208.12828)

• For MUV ~ -22, ~Gyr ages of interlopers, Mh,i/Mh,t ~ 
1 (see Fig. 2 in paper).

• Interlopers / targets evolves very rapidly at 

 for massive halos.


• This is, of course, a known challenge (see, e.g., 
Zavala+, Rodighiero+, Glazebrook+, McKinney+).


• Key point here: how well do we understand the 
prior volume in SED fitting? Prior on individual 
objects (very reasonably uninformative), wrong for 
whole population.


• Fujimoto+ (today; 2301.09482), ~90% 
confirmation rate at z~9 (CEERS).

z ≳ 10



Part III. 21-cm, EBL, cross-
correlation opportunities

SPHEREx

EDGES

2

observations to high redshift also support such scenarios
(Madau & Fragos 2016; Mirocha et al. 2017).
A number of experiments are underway to detect

the global 21-cm signal, including EDGES 2 (Monsalve
et al. 2017), LEDA (Bernardi et al. 2016), BIGHORNS
(Sokolowski et al. 2015), and SCI-HI (Voytek et al. 2014).
Attaining the necessary sensitivity to plausible signals is
a formidable challenge: the cosmological signal needs to
be discerned in the presence of Radio Frequency Interfer-
ence (RFI), instrumental systematics (Liu et al. 2013), and
Galactic and Extra-Galactic foregrounds, which can be 5–
6 orders of magnitude brighter than the signal (Harker
2015; Liu & Tegmark 2012). Fortunately, the foregrounds
have been shown to be spectrally smooth to mK levels in
the frequency range of 40–200 MHz and can be modeled
by smooth functions (Sathyanarayana Rao et al. 2016).
However, the level of systematics is critically dependent
on the radiometer design, calibration scheme, as well as
data modeling strategies (Patra et al. 2013; Monsalve et al.
2017; Bernardi et al. 2015).
SARAS 2 is a spectral radiometer that aims to detect the

global 21-cm signal from the EoR. Below, we describe its
design philosophy, calibration methodology, algorithms de-
veloped for RFI excision, and modeling of the foregrounds
and instrumental systematics. We present results from
first light upon deploying the system at a relatively radio
quiet site at the Timbaktu Collective in Southern India.

2. SARAS 2 SPECTRAL RADIOMETER

SARAS 2 has a wide-band wide-field monopole antenna
deployed on open level ground with receiver electronics en-
closed in a unit below the antenna and below ground. The
receiver is a correlation spectrometer in that the antenna
signal is first split into two, then amplified separately in
two parallel signal paths. The analog signals are trans-
mitted on optical fiber to a signal processing unit located
100 m away, which is followed by a digital spectrometer
that spectrally decomposes the signals, computes the com-
plex cross-correlation between the signals and records the
spectra. The entire system operates off batteries and can
be deployed at remote radio-quiet sites.

2.1. The antenna

The SARAS 2 antenna is a sphere-disc monopole an-
tenna (see Fig. 1) in which a circular aluminum disc on
the ground is one element and a sphere atop an inverted
cone forms the second element; the sphere and cone are
smoothly conjoined and the cone surface meets the sphere
tangentially. The inner edge of a small circular hole at the
center of the disc continues down as the outer conductor
of a coaxial cable, whose central conductor connects to the
apex of the cone. Thus the antenna smoothly transforms
into an unbalanced transmission line that connects to the
receiver below without requiring any balun and without
impedance transformers. The sphere radius is 0.146 m and
the disk radius is 0.435 m. The structure is of simplistic
design, defined by a minimal number of parameters, and
electrically small, so that the performance is frequency in-
dependent and with smooth characteristics up to 250 MHz.
The antenna beam is omnidirectional, with nulls towards
the horizon and zenith, with a peak at 30◦ elevation and
half power beam width of 45◦. Frequency independence of
the beam is critical for this experiment in order to avoid
coupling of sky structure into spectral features, and we
have confirmed this property by range measurements and
electromagnetic simulations.

Figure 1. SARAS 2: In the schematic, LNA refers to Low-Noise
Amplifiers while EOM are Electro-Optical Modulators. The upper
right image shows the sphere-disc monopole, with the sphere sup-
ported using styrofoam, cotton strings and teflon fasteners. The
lower right image shows the spectrometer.

A radiation efficiency ηr(ν) defines the frequency-
dependent coupling of the beam-weighted sky temperature
Tsky(ν) to the antenna. Owing to impedance mismatch be-
tween the antenna and transmission line, only a fraction
of this power—defined by a reflection efficiency ηc(ν)—
arrives at the receiver. The total efficiency ηt = ηr × ηc
determines the received antenna temperature:

Ta(ν) = ηr(ν)ηc(ν)Tsky(ν). (1)

Internal receiver noise appears as an additive contaminant
in measured spectra, and internal reflections of the receiver
noise at the antenna terminals result in spectral shapes
for this contaminant, with the shape dependent on the an-
tenna reflection coefficient Γc(ν), which is related to ηc(ν)
as:

ηc(ν) = 1− |Γc(ν)|
2. (2)

Critical to detection of the EoR global signal is designing
Γc to be spectrally smooth, meaning that there are no low
level embedded ripples in the profile. Mathematically, we
require Γc to be Maximally Smooth (Sathyanarayana Rao
et al. 2015). Field measurements of the antenna demon-
strate that Γc is spectrally smooth at 1 part in 104, en-
suring that non-smooth systematics, if any, are below the
sensitivity of the observations presented here. The total
efficiency ηt is estimated from a comparison of the dif-
ferential antenna temperature measured as the sky drifts
overhead and the expectation for this differential based on
the GMOSS model for the radio sky (Sathyanarayana Rao
et al. 2017). This total efficiency and also the reflection ef-
ficiency are shown in Fig. 2; the total efficiency represents
the attenuation with which any EoR signature would be
present in observed spectra. It may be noted here that the
efficiency is poor and more so at lower frequencies; this was
a design compromise made for SARAS 2 in that efficiency
was sacrificed for spectral smoothness in the reflection ef-
ficiency and frequency independence of the beam.

2.2. The receiver

The antenna signal is split coherently into two parallel
paths, which are amplified separately. The splitter also
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Constraints on LX/SFR from HERA

HERA Collaboration et al. (2022a, 2023) 



Implications of EDGES for early galaxies

Observing site:  
Murchison Radio Observatory (W. Australia)Bowman et al. 2018

See also, e.g., Bowman & Rogers (2010), 

Mozdzen et al. (2016), Monsalve et al. (2017)



EDGES needs a lot of star formation relative to 
HST/UVLF-based predictions

Flattened SFE here phenomenological, allowed to vary in fit.JM & Furlanetto (2019)
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Figure 9. Contributions from I > 5 Pop II and Pop III star-forming galaxies to the two-halo, one-halo and shot-noise components of ⇠✓ measured at 1.5 `m.
Clockwise from the top left panel: the figures show ⇠✓ predicted by Model IA, Model IB, Model IC, and Model ID, defined in Table 1. In each panel, the
one-halo term is shown for two instances of CGM profile to illustrate the connection between the escape of ionizing photons and the shape of the one-halo term.
The light and dark shaded regions indicate the expected band uncertainties of SPHEREx deep and CDIM medium surveys, respectively, after binning spectral
channels and multipoles according to the imaging broadbands and angular bins defined (see text). Note the di�erent H-axis scale used in the bottom right panel
to show the Pop III signal.

of Pop III star formation. As shown by the contrast between the left
and right two panels of Fig. 9, models with an extended Pop III SFH
(but not necessarily a later Pop III to Pop II transition, see Fig. 1)
that persists till I < 10 provide the nebular emission with su�cient
time to overtake the stellar emission in the contribution to the NIRB,
thereby resulting in a stronger one-halo term.

Last but not least, we leverage the physical picture illustrated in
Fig. 3 to enable additional flexibility in the modeling of the one-halo
term by physically connecting its profile with the escape fraction of
ionizing photons 5

III
esc. Taking the two CGM models considered and

described in Section 2.4, we get two distinct profiles corresponding

to (lower limits on) escape fractions of 5% and 20%, respectively.
When the one-halo term is strong enough on scales of ✓ > 104, e.g.,
in Model IA or ID, such a di�erence in the radiation profile leads
to a clear distinction in the shape of the total power spectrum on
these scales. This can be seen by comparing the dashed and dotted
curves in black in Fig. 9, with a more scale-dependent one-halo
term corresponding to a more extended profile of ionizing flux and
thus higher escape fraction. It is useful to note that, in most cases
considered in this work, an escape fraction of 20% for Pop III stars
ends up with a reionization history too early to be consistent with the
CMB optical depth constraint from the Planck polarization data, as
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PopIII via near-infrared fluctuations?
Imprints of the first stars on the NIRB 3

spectral imprints due to Pop III star formation, and sensitivity esti-
mates for detecting Pop II and Pop III signals in future NIRB surveys.
In Section 4, we show implications for other observables of high-I
galaxies that can be potentially drawn from NIRB observations. We
discuss a few important caveats and limitations of our results in Sec-
tion 5, before briefly concluding in Section 6. Throughout this paper,
we assume a flat, ⇤CDM cosmology consistent with the results from
the Planck Collaboration et al. (2016).

2 MODELS

2.1 Star formation history of high-redshift galaxies

2.1.1 The formation of Pop II stars

Following Mirocha et al. (2017), we model the star formation rate
density (SFRD) of normal, high-I galaxies as an integral of the star
formation rate (SFR) per halo §"⇤ ("⌘

) over the halo mass function
=("

⌘
) (see also Sun & Furlanetto 2016; Furlanetto et al. 2017)

§dII
⇤ (I) =

π
"

II
⌘,min

=("
⌘
) §"⇤ ("⌘

, I)3"
⌘

=
π
"

II
⌘,min

=("
⌘
) 5⇤ ("⌘

, I) ⌦1

⌦<

§"
⌘
("

⌘
, I)3"

⌘
, (1)

where "
II
⌘,min is generally evaluated at a virial temperature of

)vir = 104 K, a free parameter in our model above which Pop II
are expected to form due to e�cient cooling via neutral atomic lines
(Oh & Haiman 2002), namely "

II
⌘,min = "

III
⌘,max. §"⇤ ("⌘

) is fur-
ther specified by a star formation e�ciency (SFE), 5⇤, defined to be
the fraction of accreted baryons that eventually turn into stars, and
the mass growth rate, §"

⌘
, of the dark matter halo. We exploit the

abundance matching technique to determine the mean halo growth
histories by matching halo mass functions at di�erent redshifts. As
illustrated in Furlanetto et al. (2017) and Mirocha et al. (2020), the
abundance-matched accretion rates given by this approach are gener-
ally in good consistency with results based on numerical simulations
(Trac et al. 2015) for atomic cooling haloes at 5 . I . 10 (but
see Schneider et al. 2021 for a comparison with estimates based on
the extended Press-Schechter formalism). Even though e�ects like
mergers and the stochasticity in §"

⌘
introduce systematic biases be-

tween the inferences made based on merger trees and abundance
matching, such biases can be largely eliminated by properly normal-
izing the nuisance parameters in the model (Mirocha et al. 2020).
By calibrating to the latest observational constraints on the galaxy
UV luminosity function (UVLF), Mirocha et al. (2017) estimate 5⇤
to follow a double power-law in halo mass (the dpl model)

5
dpl
⇤ ("

⌘
) =

5⇤,0⇣
"⌘
"p

⌘
Wlo +

⇣
"⌘
"p

⌘
Whi

, (2)

with no evident redshift evolution, in agreement with other recent
work (e.g., Mason et al. 2015; Tacchella et al. 2018; Behroozi et al.
2019; Stefanon et al. 2021). The evolution of 5⇤ for low-mass haloes
is however poorly constrained by the faint-end slope of the UVLF,
and can be highly dependent on the regulation of feedback processes
(Furlanetto et al. 2017; Furlanetto 2021) and the burstiness of star
formation (Furlanetto & Mirocha, in prep). Therefore, in addition to
the baseline dplmodel, we consider two alternative parameterization
— one suggested by Okamoto et al. (2008) that allows a steep drop

Figure 1. Pop II and Pop III star formation histories in di�erent models
considered in this work, as specified in Table 1. Top: SFRDs of Pop II
(dash-dotted) and Pop III (dashed) stars. The black curves represent our
reference model (Model IA), with the thin dark grey curve and the thick light
grey curve representing variations where the Pop II SFE follows the steep
(Model II) and floor (Model III) models, respectively. The bottom set of
three dotted curves show the Pop III histories derived with the semi-analytical
approach in Mebane et al. (2018), to which Models IB, IC, and ID are
calibrated. The shaded region and open triangles represent the cosmic SFRD
inferred from the maximum-likelihood model by Robertson et al. (2015)
and the observed SFRD (integrated to a limiting SFR of 0.3 "� yr�1) up to
I = 10 determined by Oesch et al. (2018), respectively. Bottom: the stellar
population transition represented by the ratio of Pop III and total SFRDs.
For comparison, approximations made with the functional form 5Pop III (I) =
1/2 + erf [ (I � IC )/fC ]/2 are shown by the thin curves.

of 5⇤ for low-mass haloes (the steep model)

5
steep
⇤ ("

⌘
) =


1 +

⇣
2`/3 � 1

⌘ ✓
"

⌘

"crit

◆�`��3/`
, (3)

and the other that imposes a constant floor on the SFE of 0.005 (the
floor model). In this work, we take the same best-fit parameters
as those given by Mirocha et al. (2017) to define the two reference
Pop II models, namely 5⇤,0 = 0.05, "p = 2.8 ⇥ 1011, Wlo = 0.49,
Whi = �0.61, with ` = 1 and "crit = 1010

"� for the steep model.
With the three variants of our Pop II SFE model, we aim to bracket
a reasonable range of possible low mass/faint-end behaviour, and
emphasize that future observations by the JWST (e.g., Furlanetto
et al. 2017; Yung et al. 2019) and line-intensity mapping surveys
(e.g., Park et al. 2020; Sun et al. 2021) can place tight constraints on
these models.
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HERA x SPHEREx?
Outlook for HERA x SPHEREx Ly-a 
not great, but HERA x CDIM more 
promising (Cox+ ’22; left).


HERA cannot leverage SPHEREx 
deep fields at poles…maybe 
LoFAR would have better luck?


SKA x CDIM very promising (see 
Feng+ 2017, Heneka & Cooray ’21)

HERA Cross-Correlation 9

:-modes the dominant source of error is the correlation between LyU
sample variance and 21cm thermal noise uncertainty, suggesting that
with CDIM’s greater range of available modes the 21cm sensitivity
becomes the limiting factor.

The other strong factor at work is the 21cm foreground treatment;
filtering modes measured by both instruments reduces sensitivity
with a strong dependence on : . In the moderate treatment there
is a sharp rise in the uncertainty towards lower :s. This is due to
the complete loss of large scales in the 21cm wedge filter. We can
also see that sensitivity improves across the board when the filter is
relaxed reflecting the fact that a range of :? are being included. For
SPHEREx, the filter has the largest impact on the cross term between
the 21cm signal and LyU noise. With the limited number of modes
overlapping between HERA and SPHEREx, the loss of modes to the
foreground filter is keenly felt. With its much wider range of available
modes wedge filtering has a much smaller impact on the correlation
with CDIM.

4.3 Sensitivity Estimates

With the thermal noise, spectral and spatial resolution e�ects, and
foregrounds taken into account, we can examine the sensitivity these
instrument pairs have to the cross-power spectrum. Using the cross-
power spectrum and the noise cross-power spectrum calculated pre-
viously, we can calculate the total signal-to-noise ratio across the
cross-power spectrum by summing across the :-bins using the ex-
pression

SNR2
total =

’
8

SNR2
8
=
’
8

✓
%21,LyU (:8)
f21,LyU (:8)

◆2

, (25)

where the index, 8, iterates through each of the :-bins. This signal-to-
noise calculation was done for each redshift bin, for both instruments,
and both foreground treatments. These calculated signal-to-noise
ratios for HERA/SPHEREx and HERA/CDIM cross-power spectra
are found in Figure 6.

The overall SNR prediction (Figure 6) tells us that cross-
correlation with SPHEREx requires an optimistic treatment of the
21cm foregrounds and deeper integrations for SPHEREx than the
minimum requirements to make a detection of the cross-power spec-
trum; which here means making noise-limited measurements at delay
bins up to the first null of the beam. SPHEREx and HERA sample
di�erent k-mode ranges which overlap best at small : . Meanwhile,
the correlation power spectrum, like the auto spectrum, is roughly
flat in : . Looking further into the future, a HERA/CDIM-like cross-
correlation may be possible even if the entire wedge is excluded from
the 21cm data. This is made possible by the much larger sensitivity
of CDIM at 21cm :-modes which are foreground free.

5 SUMMARY

We have tested the feasibility of detecting large scale structure during
reionization by cross-correlating HERA with two future infrared in-
tensity mapping satellites, SPHEREx and CDIM. In the near future,
using cross-correlations between HERA and SPHEREx, we find that
the cross-power spectrum may be detectable from I ⇡ 7 � 8.5 in
the fiducial 21cm model, but only with aggressive removal of 21cm
foregrounds and deeper thermal noise integrations than the minimum
system requirements. This is due to a lack of overlapping sensitive
modes between the two instruments that is only remedied by aggres-
sive foreground removal or deep integrations from either instrument.
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Figure 6. Integrated signal-to-noise on the cross-power spectrum as a func-
tion of redshift. For each panel, the blue line represents SNR estimates on the
cross-power spectrum in the moderate foreground case, while the purple line
represents the optimistic foreground case. In addition to di�erent foreground
strategies, we also di�erentiate between the minimum thermal noise require-
ment for each instrument (solid lines) and a more optimal deep integration
(dotted-dashed lines) for each LyU experiment

A HERAxSPHEREx cross-correlation will likely set upper limits on
the intensity of the cross-power spectrum, as well as some constraints
on astrophysical parameters, but a detection of the cross-power spec-
trum will be challenging without better control of systematics and im-
proved foreground subtraction. More forward-looking, we also show
that a HERAxCDIM cross-power spectrum measurement ought to
have su�cient signal-to-noise to detect the fiducial model across a
significant portion of reionization (I ⇡ 6� 9; GHI ⇡ 0.01� 0.75), as-
suming a fairly aggressive foreground treatment and slightly deeper
integrations than the minimum system requirements.

More work is needed to extend this initial study. We treated fore-
grounds by removing likely contaminated modes. One could imagine
that small residual foregrounds could cancel in cross-correlation, thus
opening up more modes. While it is likely that residual foregrounds
from even the best levels of foreground modeling and subtraction
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21-cm x galaxies
21-cm galaxies

Lidz+ 2009
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Summary
• Overabundance of  JWST galaxies: not a single quick fix for models.

• Unlikely to be due to shot noise or cosmic variance.


• Mh-independent  does help to slow evolution in UVLF. 

• Still need ~1 dex of scatter in SFR(Mh) to ‘prop up’ bright end of UVLF. 


• Mh-independent  and scatter sign of bursts (e.g., Furlanetto & JM 2021)?


• Dust-free model still under-produces UVLF if anchored to 

• Need dust to get UV colors right! Helps with ages and masses indirectly.


• Less dust needed than at , but non-negligible (though complex SFHs or strong 
nebular continuum might work too; see, e.g., Kelson+, Tacchella+, Topping+, 
Endsley+)

z ≳ 10

f*

f*

z ≲ 8

z ≲ 8


