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Parameterizing Dark Energy 
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Simplest Model: Cosmological Constant 

Planck Collaboration: Cosmological parameters

�2.0 �1.6 �1.2 �0.8 �0.4
w

0.0

0.2

0.4

0.6

0.8

1.0

P
/P

m
ax

Planck+WP+BAO

Planck+WP+Union2.1

Planck+WP+SNLS

Planck+WP

Fig. 34. Marginalized posterior distributions for the dark en-
ergy equation of state parameter w (assumed constant), for
Planck+WP alone (green) and in combination with SNe data
(SNSL in blue and the Union2.1 compilation in red) or BAO
data (black). A flat prior on w from �3 to �0.3 was as-
sumed and, importantly for the CMB-only constraints, the prior
[20, 100] km s�1 Mpc�1 on H0. The dashed grey line indicates
the cosmological constant solution, w = �1.

which is in tension with w = �1 at more than the 2� level.
The results in Eqs. (91–93) reflect the tensions between the

supplementary data sets and the Planck base ⇤CDM cosmology
discussed in Sect. 5. The BAO data are in excellent agreement
with the Planck base ⇤CDM model, so there is no significant
preference for w , �1 when combining BAO with Planck. In
contrast, the addition of the H0 measurement, or SNLS SNe data,
to the CMB data favours models with exotic physics in the dark
energy sector. These trends form a consistent theme throughout
this section. The SNLS data favours a lower ⌦ in the ⇤CDM
model than Planck, and hence larger dark energy density today.
The tension can be relieved by making the dark energy fall away
faster in the past than for a cosmological constant, i.e., w < �1.

The constant w models are of limited physical interest. If
w , �1 then it is likely to change with time. To investigate
this we consider the simple linear relation in Eq. (4), w(a) =
w0 + wa(1 � a), which has often been used in the literature
(Chevallier & Polarski 2001; Linder 2003). This parameteriza-
tion approximately captures the low-redshift behaviour of light,
slowly-rolling minimally-coupled scalar fields (as long as they
do not contribute significantly to the total energy density at early
times) and avoids the complexity of scanning a large number of
possible potential shapes and initial conditions. The dynamical
evolution of w(a) can lead to distinctive imprints in the CMB
(Caldwell et al. 1998) which would show up in the Planck data.

Figure 35 shows contours of the joint posterior distribution in
the w0–wa plane using Planck+WP+BAO data (colour-coded ac-
cording to the value of H0). The points are coloured by the value
of H0, which shows a clear variation with w0 and wa reveal-
ing the three-dimensional nature of the geometric degeneracy in
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Fig. 35. 2D marginalized posterior distribution for w0 and wa
for Planck+WP+BAO data. The contours are 68% and 95%,
and the samples are colour-coded according to the value of H0.
Independent flat priors of �3 < w0 < �0.3 and �2 < wa < 2
are assumed. Dashed grey lines show the cosmological constant
solution w0 = �1 and wa = 0.

such models. The cosmological constant point (w0,wa) = (�1, 0)
lies within the 68% contour and the marginalized posteriors for
w0 and wa are

w0 = �1.04+0.72
�0.69 (95%; Planck+WP+BAO), (94a)

wa < 1.32 (95%; Planck+WP+BAO). (94b)

Including the H0 measurement in place of the BAO data moves
(w0,wa) away from the cosmological constant solution towards
negative wa at just under the 2� level.

Figure 36 shows likelihood contours for (w0,wa), now
adding SNe data to Planck. As discussed in detail in Sect. 5,
there is a dependence of the base ⇤CDM parameters on the
choice of SNe data set, and this is reflected in Fig. 36. The re-
sults from the Planck+WP+Union2.1 data combination are in
better agreement with a cosmological constant than those from
the Planck+WP+SNLS combination. For the latter data combi-
nation, the cosmological constant solution lies on the 2� bound-
ary of the (w0,wa) distribution.

Dynamical dark energy models might also give a non-
negligible contribution to the energy density of the Universe
at early times. Such early dark energy (EDE; Wetterich 2004)
models may be very close to ⇤CDM recently, but have a non-
zero dark energy density fraction, ⌦e, at early times. Such mod-
els complement the (w0,wa) analysis by investigating how much
dark energy can be present at high redshifts. EDE has two main
e↵ects: it reduces structure growth in the period after last scat-
tering; and it changes the position and height of the peaks in the
CMB spectrum.

The model we adopt here is that of Doran & Robbers (2006):

⌦de(a) =
⌦0

de �⌦e(1 � a�3w0 )
⌦0

de +⌦
0
ma3w0

+⌦e(1 � a�3w0 ) . (95)

It requires two additional parameters to those of the base⇤CDM
model: ⌦e, the dark energy density relative to the critical den-
sity at early times (assumed constant in this treatment); and the
present-day dark energy equation of state parameter w0. Here⌦0

m
is the present matter density and⌦0

de = 1�⌦0
m is the present dark
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Fig. 34. Marginalized posterior distributions for the dark en-
ergy equation of state parameter w (assumed constant), for
Planck+WP alone (green) and in combination with SNe data
(SNSL in blue and the Union2.1 compilation in red) or BAO
data (black). A flat prior on w from �3 to �0.3 was as-
sumed and, importantly for the CMB-only constraints, the prior
[20, 100] km s�1 Mpc�1 on H0. The dashed grey line indicates
the cosmological constant solution, w = �1.

which is in tension with w = �1 at more than the 2� level.
The results in Eqs. (91–93) reflect the tensions between the

supplementary data sets and the Planck base ⇤CDM cosmology
discussed in Sect. 5. The BAO data are in excellent agreement
with the Planck base ⇤CDM model, so there is no significant
preference for w , �1 when combining BAO with Planck. In
contrast, the addition of the H0 measurement, or SNLS SNe data,
to the CMB data favours models with exotic physics in the dark
energy sector. These trends form a consistent theme throughout
this section. The SNLS data favours a lower ⌦ in the ⇤CDM
model than Planck, and hence larger dark energy density today.
The tension can be relieved by making the dark energy fall away
faster in the past than for a cosmological constant, i.e., w < �1.

The constant w models are of limited physical interest. If
w , �1 then it is likely to change with time. To investigate
this we consider the simple linear relation in Eq. (4), w(a) =
w0 + wa(1 � a), which has often been used in the literature
(Chevallier & Polarski 2001; Linder 2003). This parameteriza-
tion approximately captures the low-redshift behaviour of light,
slowly-rolling minimally-coupled scalar fields (as long as they
do not contribute significantly to the total energy density at early
times) and avoids the complexity of scanning a large number of
possible potential shapes and initial conditions. The dynamical
evolution of w(a) can lead to distinctive imprints in the CMB
(Caldwell et al. 1998) which would show up in the Planck data.

Figure 35 shows contours of the joint posterior distribution in
the w0–wa plane using Planck+WP+BAO data (colour-coded ac-
cording to the value of H0). The points are coloured by the value
of H0, which shows a clear variation with w0 and wa reveal-
ing the three-dimensional nature of the geometric degeneracy in
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Fig. 35. 2D marginalized posterior distribution for w0 and wa
for Planck+WP+BAO data. The contours are 68% and 95%,
and the samples are colour-coded according to the value of H0.
Independent flat priors of �3 < w0 < �0.3 and �2 < wa < 2
are assumed. Dashed grey lines show the cosmological constant
solution w0 = �1 and wa = 0.

such models. The cosmological constant point (w0,wa) = (�1, 0)
lies within the 68% contour and the marginalized posteriors for
w0 and wa are

w0 = �1.04+0.72
�0.69 (95%; Planck+WP+BAO), (94a)

wa < 1.32 (95%; Planck+WP+BAO). (94b)

Including the H0 measurement in place of the BAO data moves
(w0,wa) away from the cosmological constant solution towards
negative wa at just under the 2� level.

Figure 36 shows likelihood contours for (w0,wa), now
adding SNe data to Planck. As discussed in detail in Sect. 5,
there is a dependence of the base ⇤CDM parameters on the
choice of SNe data set, and this is reflected in Fig. 36. The re-
sults from the Planck+WP+Union2.1 data combination are in
better agreement with a cosmological constant than those from
the Planck+WP+SNLS combination. For the latter data combi-
nation, the cosmological constant solution lies on the 2� bound-
ary of the (w0,wa) distribution.

Dynamical dark energy models might also give a non-
negligible contribution to the energy density of the Universe
at early times. Such early dark energy (EDE; Wetterich 2004)
models may be very close to ⇤CDM recently, but have a non-
zero dark energy density fraction, ⌦e, at early times. Such mod-
els complement the (w0,wa) analysis by investigating how much
dark energy can be present at high redshifts. EDE has two main
e↵ects: it reduces structure growth in the period after last scat-
tering; and it changes the position and height of the peaks in the
CMB spectrum.

The model we adopt here is that of Doran & Robbers (2006):

⌦de(a) =
⌦0

de �⌦e(1 � a�3w0 )
⌦0

de +⌦
0
ma3w0

+⌦e(1 � a�3w0 ) . (95)

It requires two additional parameters to those of the base⇤CDM
model: ⌦e, the dark energy density relative to the critical den-
sity at early times (assumed constant in this treatment); and the
present-day dark energy equation of state parameter w0. Here⌦0

m
is the present matter density and⌦0

de = 1�⌦0
m is the present dark
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Planck + WMAP + BAO data Extended Model: Time-varying Equation of State 

dA ⌘ l

�✓
=

1

1 + z

Z z

0

cdz

H(z)

dL ⌘
r

L

4⇡F
= (1 + z)

Z z

0

cdz

H(z)

P/⇢ = w = �1

H(a)2 = H2
0

⇥
⌦Ma�3 + ⌦Ra

�4 + ⌦ka
�2 + ⌦⇤

⇤

a =
1

1 + z

w(a) = w0 + wa(1� a)

H(a)2 = H2
0

⇥
⌦Ma�3 + ⌦Ra

�4 + ⌦ka
�2 + ⌦⇤a

�3(1+w0+wa)e�3wa(1�a)
⇤

�1.247 < w0 < �0.727

�2.046 < wa < 0.516

�1.03 < w0 < �0.77

1

dA ⌘ l

�✓
=

1

1 + z

Z z

0

cdz

H(z)

dL ⌘
r

L

4⇡F
= (1 + z)

Z z

0

cdz

H(z)

P/⇢ = w = �1

H(a)2 = H2
0

⇥
⌦Ma�3 + ⌦Ra

�4 + ⌦ka
�2 + ⌦⇤

⇤

a =
1

1 + z

w(a) = w0 + wa(1� a)

H(a)2 = H2
0

⇥
⌦Ma�3 + ⌦Ra

�4 + ⌦ka
�2 + ⌦⇤a

�3(1+w0+wa)e�3wa(1�a)
⇤

�1.247 < w0 < �0.727

�2.046 < wa < 0.516

�1.03 < w0 < �0.77

1

w = �1.13+0.24
�0.25 (95%; Planck+WMAP+BAO)

w = �1.09± 0.17 (95%; Planck+WMAP+Union2.1)

w = �1.13+0.13
�0.14 (95%; Planck+WMAP+SNLS)

w = �1.24+0.18
�0.19 (95%; Planck+WMAP+H0)

1

Constraints from Planck: 

Constraints from Planck: 

Results and figure from Planck 2013 results. XVI. Cosmological Parameters 
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Measuring Cosmological Distances 

dA ⌘ l

�✓
=

1

1 + z

Z z

0

cdz

H(z)

dL ⌘
r

L

4⇡F
= (1 + z)

Z z

0

cdz

H(z)

P⇤ = w⇤⇢⇤

w⇤(a) = w0 + wa(1� a)

H(a)2 = H2
0

⇥
⌦Ma�3 + ⌦Ra

�4 + ⌦ka
�2 + ⌦⇤a

�3(1+w0+wa)e�3wa(1�a)
⇤

1

dA ⌘ l

�✓
=

1

1 + z

Z z

0

cdz

H(z)

dL ⌘
r

L

4⇡F
= (1 + z)

Z z

0

cdz

H(z)

P⇤ = w⇤⇢⇤

w⇤(a) = w0 + wa(1� a)

H(a)2 = H2
0

⇥
⌦Ma�3 + ⌦Ra

�4 + ⌦ka
�2 + ⌦⇤a

�3(1+w0+wa)e�3wa(1�a)
⇤

1

9/3/13 5 

ΛCDM 

Λ-only 

Matter-only 

Redshift, z 

ΛCDM 

Matter-only 

Λ-only 

Redshift, z 

Angular Diameter Distance Luminosity Distance 

Berkeley Cosmology Seminar 



Baryon Acoustic Oscillations are a “Standard Ruler” 
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Eisenstein, http://cmb.as.arizona.edu/~eisenste/acousticpeak/ 

Baryon Acoustic Oscillations are a “Standard Ruler” 
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Baryon Acoustic Oscillations are a “Standard Ruler” 
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Linear Theory: 
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1
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ä

a
= �4⌅G

3c2
(⇧c2 + 3p)

1 + z =
1

a

dA =
xBAO

�⇥
=

r

1 + z
=

1

1 + z

⌅ z

0

dz

H(z)

1

DA =
1

1 + z

�
cdz

H(z)

�2� = 4⇥G⇤̄a2�

1

Baryon Acoustic Oscillations are a “Standard Ruler” 
– 5 –

The correlation function in co-moving Eulerian coordinates can be written in powers of

D using the above expansion of the Eulerian overdensity in terms of the initial quantities.

Because the initial overdensity is assumed to be a zero-mean Gaussian random field, the odd

moments vanish. The first two terms of the correlation function are then:

⇠�(r, t) ⌘ h�(x, t)�(x+ r, t)i = ⇠
(1)
� (r)D2 + ⇠

(2)
� (r)D4 + ... (8)

We define the functions:

⇠mn (r) =
1

2⇡2

Z 1

0

Plin(k)jn(kr)k
m+2dk , (9)

where jn is the spherical Bessel function of order n and Plin(k) is the power spectrum of the

initial density fluctuations. Using this definition, the linear term in the expansion of the

correlation function is:

⇠
(1)
� (r) = ⇠00(r) , (10)

the spherically symmetric Fourier transform of the linear power spectrum.

The first nonlinear term in the correlation function can be calculated using spherical

harmonics. For more details on the calculation, see McCullagh & Szalay (2012). The final

expression is:

⇠
(2)
� (r) =

19

15
⇠00(r)

2 +
34

21
⇠02(r)

2 +
4

35
⇠04(r)

2 � 16

5
⇠�1
1 (r)⇠11(r)

� 4

5
⇠�1
3 (r)⇠13(r) +

1

3
⇠�2
0 (r)⇠20(r)�

1

3
⇠�2
0 (0)⇠20(r)

+
2

3
⇠�2
2 (r)⇠22(r) (11)

We can use the same approach to calculate the correlation function of the log density

field. Starting with Equation (2) and using the definition of the Jacobian in Equation (4),

we write the log of the density, which we define as the quantity A(q), as:

ln (1 + �(q, t)) ⌘ A(q) = � ln J(q, t)

= �(ln(1�D�1) + ln(1�D�2)

+ ln(1�D�3)) . (12)

We expand this expression in powers of D, and rewrite it in terms of the invariants of
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1

3

With this, we can write the Eulerian density in terms of the Lagrangian density to third order in D:

�(x, t) =
⇥

�(q, t) + D
⌃

i

⌦⌃(q)
⌦qi

⌦�(q, t)
⌦qi

+ D2
⌃

i,j

⌦2⌃(q)
⌦qi⌦qj

⌦⌃(q)
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⌦�(q, t)
⌦qi

+
1
2
D2

⌃

i,j

⌦2�(q, t)
⌦qi⌦qj

⌦⌃(q)
⌦qi

⌦⌃(q)
⌦qj

⇤�����
q=x

. (12)

We use Equation (7) to express � in terms of the linear quantities �L and ⌃, where �L is already first order in D.
The real-space correlation function in co-moving Eulerian coordinates is:

⌅(x1 � x2, t) = ⇧�(x1, t)�(x2, t)⌃ . (13)

This can be written in powers of D using the above expansion of the Eulerian over-density. Because the over-density
field is assumed to be a zero-mean Gaussian random field, the odd moments vanish. The correlation function to second
order is then:

⌅(r, t) = ⌅(1)(r)D2 + ⌅(2)(r)D4 + ...

We define the functions:

⌅m
n (r) =

1
2⇧2

⌥ ⇧

0
PL(k)jn(kr)km+2dk , (14)

where jn is the spherical Bessel function of order n and PL(k) is the linear power spectrum. Using this definition, the
linear term is:

⌅(1)(r) = ⌅0
0(r) , (15)

the spherically symmetric Fourier transform of the linear power spectrum.
⌅(2)(r) is the expectation of a sum of products of four terms expressed with the linear quantities. Since these are

all Gaussian, the only irreducible terms are second order. Thus we only need to calculate expectations of the type
⇧a(q1)b(q2)⌃. Mathematica was used to express the various derivatives of ⌃(q) in terms of spherical harmonics, and
to calculate the expectation values between them. We illustrate this process in the following example.

⌦⌃(q)
⌦qz

= �
⌥

d3k

(2⇧)3
ikz

k2
�̂L(k)eik·q = �i

�
4⇧

3

⌥
d3k

(2⇧)3
Y 0

1 (⇥,⌥)
k

�̂L(k)eik·q , (16)

⌦2⌃(q)
⌦q2

z

=
⌥

d3k

(2⇧)3
k2

z

k2
�̂L(k)eik·q =

�
4⇧

3

⌥
d3k

(2⇧)3

⇥
Y 0

0 (⇥,⌥) +
2�
5
Y 0

2 (⇥,⌥)
⇤

�̂L(k)eik·q . (17)

⌅
⌦⌃(q1)

⌦qz

⌦2⌃(q2)
⌦q2

z

⇧
= � 4⇧i

33/2(2⇧)6

⌥⌥
d3k1d3k2e

i(k1·q1+k2·q2) ⇧�̂L(k1)�̂L(k2)⌃
k

,

⇥ Y 0
1 (⇥1, ⌥1)

⇥
Y 0

0 (⇥2, ⌥2) +
2�
5
Y 0

2 (⇥2, ⌥2)
⇤

. (18)

⇧�̂L(k1)�̂L(k2)⌃ = (2⇧)3�D(k1 + k2)PL(k1) . (19)

So we must calculate the integrals
⌥

Y m
l (⇥, ⌥)Y ⇤m�

l� (⇥,⌥)eik·(q1�q2)d�k . (20)

We use the plane-wave (Rayleigh) expansion for eik·(q1�q2) to compute these integrals in terms of spherical Bessel
functions, jn(kr), where r = q1 � q2. In general, the integral is zero for m ⇤= m⌅.

⌅
⌦⌃(q1)

⌦qz

⌦2⌃(q2)
⌦q2

z

⇧
= � 1

5(2⇧2)

⌥ ⇧

0
PL(k) (3j1(kr)P1(µ)� 2j3(kr)P3(µ)) k dk ,

= �3
5
P1(µ)⌅�1

1 (r) +
2
5
P3(µ)⌅�1

3 (r) . (21)

where µ is the cosine of the angle between r̂ and ẑ, and Pl(µ) are the Legendre polynomials. In the expansion of the
over-density, Equation (12), each term is evaluated at q = x, so the expectation values in the correlation function
become functions of the Eulerian distance, r = |x1 � x2|.

Linear Correlation Function 
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BAO Systematic Uncertainties 
• Nonlinear gravitational evolution 
• Redshift-space distortions 
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Nonlinearity leads to a smoothing and shifting of BAO peak at low redshift 
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o  Redshift measured from Doppler 
shift, used to calculate distance 
o  Galaxies are not at rest in 

comoving frame 
o  Linear in-fall on large scales 

o  Flattening of correlations 
o  Thermal motion on small scales 

o  ‘Fingers of God’ 
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Modeling Nonlinearity: Standard Perturbation Theory 

Perturbative solution to the fluid equations 
in Fourier space: 
 
 
 

  
 
 
 
 
 
 
 
 

– 8 –

The recursion relations in equations (10) may be used to compute the power spectrum
at any order in perturbation theory. Substituting equation (5) into equation (3), we have

P (k, τ) δD(#k + #k′) = 〈δ(#k, τ) δ(#k′, τ)〉

= a2(τ)〈δ1(#k) δ1(#k
′)〉 + a4(τ)

[

〈δ1(#k) δ3(#k
′)〉 + 〈δ2(#k) δ2(#k

′)〉

+〈δ3(#k) δ1(#k
′)〉

]

+ O(δ6
1) . (12)

Equation (12) explicitly shows all the terms contributing to the power spectrum at fourth
order in the initial density field δ1 (or second order in the initial spectrum), as the nth order

field δn(#k) involves n powers of δ1(#k). With the definition

〈δm(#k) δn−m(#k′)〉 ≡ Pm,n−m(k) δD(#k + #k′) (13)

the power spectrum up to second order (i.e., fourth order in δ1) is given by equation (12) as

P (k, τ) = a2(τ)P11(k) + a4(τ)[P22(k) + 2P13(k)]

= a2(τ)P11(k) + a4(τ)P2(k) , (14)

where the net second order contribution P2(k) is defined as

P2(k) = P22(k) + 2P13(k) . (15)

To determine P2(k) we need to evaluate the 4-point correlations of the linear density

field δ1(#k ). For a gaussian random field, all cumulants (irreducible correlation functions)
of δ1(#k ) vanish aside from the 2-point cumulant, which is given by equation (3) for

m = n−m = 1. All odd moments of δ1(#k ) vanish. Even moments are given by symmetrized
products of the 2-point cumulants. Thus the 4-point correlation function of δ1(#k) is

〈δ1(#k1) δ1(#k2) δ1(#k3) δ1(#k4)〉 = P (k1)P (k3)δD(#k1 + #k2)δD(#k3 + #k4)

+P (k1)P (k2)δD(#k1 + #k3)δD(#k2 + #k4) + P (k1)P (k2)δD(#k1 + #k4)δD(#k2 + #k3) . (16)

With the results and techniques described above, we can proceed to obtain the second
order contribution to the power spectrum. The two terms contributing at second order
simplify to the following 3-dimensional integrals in wavevector space:

P22(k) = 2
∫

d3q P11(q) P11(|#k − #q|)
[

F (s)
2 (#q,#k − #q)

]2
, (17)

with F (s)
2 given by equation (11a), and

2P13(k) = 6P11(k)
∫

d3q P11(q) F (s)
3 (#q,−#q,#k ) . (18)

– 7 –

From equations (7)–(9) we obtain recursion relations for Fn and Gn:

Fn(!q1, . . . , !qn) =
n−1
∑

m=1

Gm(!q1, . . . , !qm)

(2n + 3)(n − 1)

[

(1 + 2n)
!k · !k1

k2
1

Fn−m(!qm+1, . . . , !qn)

+
k2(!k1 · !k2)

k2
1k

2
2

Gn−m(!qm+1, . . . , !qn)

]

, (10a)

Gn(!q1, . . . , !qn) =
n−1
∑

m=1

Gm(!q1, . . . , !qm)

(2n + 3)(n − 1)

[

3
!k · !k1

k2
1

Fn−m(!qm+1, . . . , !qn)

+n
k2(!k1 · !k2)

k2
1k

2
2

Gn−m(!qm+1, . . . , !qn)

]

, (10b)

where !k1 ≡ !q1 + · · · + !qm, !k2 ≡ !qm+1 + · · · + !qn, !k ≡ !k1 + !k2 and F1 = G1 = 1. Equations
(10) are equivalent to equations (6) and (A1) of Goroff et al. (1986), with Fn = Pn and
Gn = (3/2)Qn in their notation.

2.2. Power Spectrum at Second Order

To calculate the power spectrum we shall prefer to use symmetrized forms of Fn and

Gn, denoted F (s)
n and G(s)

n and obtained by summing the n! permutations of Fn and Gn

over their n arguments and dividing by n!. Since the arguments are dummy variables of
integration the symmetrized functions can be used in equations (9) without changing the

result. The symmetrized second-order solutions of equations (10) are given by

F (s)
2 (!k1,!k2) =

5

7
+

2

7

(!k1 · !k2)2

k2
1k

2
2

+
(!k1 · !k2)

2

(

1

k2
1

+
1

k2
2

)

, (11a)

G(s)
2 (!k1,!k2) =

3

7
+

4

7

(!k1 · !k2)2

k2
1k

2
2

+
(!k1 · !k2)

2

(

1

k2
1

+
1

k2
2

)

. (11b)

Note that F (s)
2 and G(s)

2 have first-order poles as k1 → 0 or k2 → 0 for fixed !k:

F (s)
2 ∼ G(s)

2 ∼ (1/2) cosϑ (k1/k2 + k2/k1) where ϑ is the angle between !k1 and !k2. The
expression for F (s)

3 will also be required, but since it is very long we shall wait to write a

simplified form below.

�̂(k, t) =
⇥�

n=1

D(t)n�̂(n)(k)

x(q, t) = q�D(t)⌦⇥⇥(q)

�x(x, t) = D(t)�L(q)

⇥2⇥(q) = �L(q)

D(a) =
5�m

2

H(a)

H0

⇥ a

0

da�

(a�H(a�)/H0)3

1

6

FIG. 1: SPT power spectrum at linear (black; dotted), 1-loop (red; solid), and 2-loop (blue; dashed) order. The squares with
error bars show the mean and error from our N-body simulations. The four panels show ΛCDM (left) and cCDM (right) at
redshifts 1 (top) and 0 (bottom). Each curve has been divided by the no-wiggle power spectrum of [40] to reduce the dynamic
range. We also indicate the domain of validity of 1-loop SPT according to the heuristic prescription of [41] (∆2 < 0.4), and
according to the criterion P (3) < α PL for α = 0.01, 0.03.

in this direction could be important.

Figure 3 shows the predicted power spectrum for the
remainder of the theories that we consider in this work.
With Figures 1 and 2, these figures give an overview of
the agreement between our N-body simulations and the
perturbation theories for ΛCDM and cCDM. Some of
the trends can be seen easily in these figures, and are
generic across cosmologies and redshifts. For instance 1-
loop SPT, which is the same as 1-loop LPT, always over-
predicts P (k) at high k. Lagrangian resummation theory
on the other hand is much too strongly damped beyond
the first wiggle. Large-N theory more or less traces 1-
loop SPT before turning over, while time-RG theory and
RGPT follow the general trends of the N-body data with-
out fitting any particular feature precisely. (Note that
the nearly perfect agreement between RGPT and sim-

ulations for cCDM at z = 1 is likely spurious, as this
level of agreement is not seen for other cosmologies or at
other redshifts.) RPT and closure give nearly identical
tree-level predictions, and very similar 1-loop predictions
for P (k). Closure theory appears to benefit greatly from
going to 2-loop order, whereas for RPT even at z = 1 it
appears that 2-loop does worse than 1-loop.

While we have run many realizations of each cosmol-
ogy to reduce run-to-run variance, one sees in Figures 1,
2 and 3 that the N-body data are still noisy at low k,
which makes it difficult to make quantitative statements
about the performance of the perturbation theories. To
overcome this we define a ‘reference spectrum’ which in-
terpolates the N-body results at high and intermediate
k with the 1-loop SPT calculation at low k. This elimi-
nates the large scatter from the finite number of modes
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New Approach: Motivation 

• Structure of the Fourier space kernels suggests that in 
configuration space, the result may be simpler 

 
•  Terms beyond 2nd order may be simplified in configuration 

space compared to Fourier space 
 
• Configuration space can be more easily extended to 

redshift space 
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New Approach: Method 

�(x, t) =
��

n=1

D(t)n�(n)(x)

x(q, t) = q�D(t)⌃⇥⇥(q)

�x(x, t) = D(t)�L(q)

⇥2⇥(q) = �L(q)

1

⇥(r, t) = ��x(x)�x(x + r)⇥

⇤2�(q) = 4⇤G⌅̄�L(q)

1

�q(q) = I1(q)D +
�
I1(q)2 � I2(q)

⇥
D2 +

�
I1(q)3 � I1(q)I2(q) + I3(q)

⇥
D3 + ...

�(q) ⇥ 4⇥G⇤̄⌅(q)

1

�q(q) = I1(q)D +
�
I1(q)2 � I2(q)

⇥
D2 +

�
I1(q)3 � I1(q)I2(q) + I3(q)

⇥
D3 + ...

�(q) ⇥ 4⇥G⇤̄⌅(q)

1

�q(q) = I1(q)D +
�
I1(q)2 � I2(q)

⇥
D2 +

�
I1(q)3 � I1(q)I2(q) + I3(q)

⇥
D3 + ...

�(q) ⇥ 4⇥G⇤̄⌅(q)

1

1st order Lagrangian perturbation theory (Zel’dovich approximation): 

2

& Zeldovich 1989). The linear potential is related to the linear density field through the Poisson equation:

x(q, t) = q�D(t)⇥q⇧(q) , (1)
D(t)⇥2

q⇧(q) = �L(q, t) .

In the rest of this paper, we will shorten D(t) to D for convenience. The real-space density is then related to the
Jacobian of the transformation from Lagrangian to Eulerian coordinates.

⌅(x, t)
⌅̄

=
⇤⇤⇤⇤
 xi

 qj

⇤⇤⇤⇤
�1

=
1

J(q, t)
= 1 + �(q(x)) , (2)

where x and q are related by the Zel’dovich formula (1). Here, � (without subscript L) is the weakly nonlinear over-
density. Equation (2) for the Eulerian density is only strictly valid before shell-crossing, where the mapping from q
to x is one-to-one. As is discussed in Kofman et al. (1994), when there is multi-streaming, multiple values of q = qi
map to the same point x, thus the Eulerian density at a given point is a sum over all of the streams at that point.

⌅(x) =
Nstreams(x)⌃

i=1

⌃(qi(x)) . (3)

Here, ⌅(x) is the full Eulerian density, and ⌃(qi) are the “single-stream” densities. However, shell-crossing does not
contribute greatly at the large scales we are concerned with, and so we assume the “single-stream” density is the full
density. We will show that this assumption leads to a result that agrees with the usual perturbative results.

The Jacobian can be written in terms of invariants, I1, I2, and I3, of the symmetric matrix dij(q) (Zel’dovich 1970).

dij(q) =
 2⇧(q)
 qi qj

, (4)

J(q, t) = 1�DI1(q) + D2I2(q)�D3I3(q) . (5)

The invariants can be written in terms of the eigenvalues of dij(q): ⇥1, ⇥2, and ⇥3.

I1(q) = ⇥1 + ⇥2 + ⇥3 ,

I2(q) = ⇥1⇥2 + ⇥1⇥3 + ⇥2⇥3 , (6)
I3(q) = ⇥1⇥2⇥3 .

Therefore, the Eulerian overdensity can be expressed by the Taylor expansion of the inverse Jacobian, to any order:

�(q, t) = DI1(q) + D2
�
I1(q)2 � I2(q)

⇥
+ D3

�
I1(q)3 � 2I1(q)I2(q) + I3(q)

⇥
+ ... (7)

Note that the first term in this expansion corresponds to linear theory: �L = DI1(q).
However, as our goal in this paper is to calculate the density correlation function at a fixed Eulerian distance, we

need to be careful about the details of the di�erence between the Eulerian and Lagrangian coordinates. Instead of
the usual forward relation, writing x in terms of q, we will need the reverse and express q with x, using the Taylor
expansion around x in a recursive fashion.

q(x) = x + D⇥q⇧(q(x)) . (8)

To zeroth order, ⇥q⇧(q(x)) = ⇥q⇧(x), but when considering the higher order terms in the density, it is necessary to
express ⇥q⇧(q(x)) to linear order in D.

 ⇧(x(q))
 qi

=
⌅
 ⇧(q)
 qi

+ D
⌃

j

 2⇧(q)
 qi qj

 ⇧(q)
 qj

⇧⇤⇤⇤⇤⇤
q=x

. (9)

Because the correlation function, ⇤(r), is a function of Eulerian distance, r = x1 � x2, we must express the over-
density as a function of the Eulerian coordinate, x. By expanding the function �(q) about the point q = x, we arrive
at an expression for �(x) that is a power series in D.

�(x, t) = � (x + D⇥q⇧(q(x))) . (10)

A Taylor expansion of the right hand side of Equation (10) gives:

�(x, t) =
⌅
�(q, t) + D

⌃

i

 ⇧(q(x))
 qi

 �(q, t)
 qi

+
1
2
D2

⌃

i,j

 2�(q, t)
 qi qj

 ⇧(q)
 qi

 ⇧(q)
 qj

⇧⇤⇤⇤⇤⇤
q=x

. (11)

Appendix E

Lagrangian Perturbation Theory and Initial condition
for Cosmological N-body Simulation

We generate the initial condition for cosmological N-body simulation by using La-

grangian perturbation theory. In this section, we review the linear and second order La-

grangian perturbation theory and compare the cosmological initial condition generated from

two theories.

E.1 Lagrangian perturbation theory formalism

Let us summarize the result of the Lagrangian perturbation theory. The reader can

find a review on the subject in Bouchet et al. (1995); Bernardeau et al. (2002).

While Eulerian perturbation theory (Chapter 2) describes the density and veloc-

ity fields of matter at a fixed (‘comoving’ in cosmology) coordinate system, Lagrangian

perturbation theory concentrates on the trajectory of individual particle. We denote the

Eulerian (comoving physical) coordinate x, and the Lagrangian (comoving initial) coordi-

nate q. As we define the both coordinate in comoving sense, the expansion of Universe

does not change them. In Lagrangian perturbation theory, the dynamical variable is the

Lagrangian displacement field Ψ(q, τ), which is defined by

x(τ) = q+Ψ(q, τ). (E.1)

Note that Ψ = 0 initially so that q is the same as the usual comoving coordinate at initial

time, τ = 0.

The particle trajectory in the expanding universe is governed by the equation of

motion:
d2x

dτ2
+H(τ)

dx

dτ
= −∇xΦ, (E.2)

where Φ is the peculiar gravitational potential, and

H(τ) ≡
1

a

da

dτ
= a(t)H(t) (E.3)

266

is the modified Hubble parameter. Note that we are using a conformal time τ which is

related to the Robertson-Walker coordinate time by dt = adτ . Taking a divergence of this

equation, we get

∇x ·
[

d2x

dτ2
+H(τ)

dx

dτ

]

= −∇2
xΦ = −

3

2
H2Ωmδ(x), (E.4)

where δ(x) is the density contrast, δ(x) ≡ ρ(x)/ρ̄− 1.

The particle density in the Lagrangian coordinate is the same as the average density

of the universe. Therefore, by using the mass conservation, we have

ρ̄(τ)d3q = ρ(x, τ)d3x = ρ̄(τ) [1 + δ(x, τ)] d3x. (E.5)

By using the equation above, we can relate the Eulerian density contrast δ(x, τ) to the

Lagrangian displacement vector Ψ(q, τ) as

1 + δ(x, τ) =

∣

∣

∣

∣

d3q

d3x

∣

∣

∣

∣

=
1

J(q, τ)
, (E.6)

where

J(q, τ) = det (δij + Ψi,j(q, τ)) , (E.7)

is a Jacobian of the Lagrangian to Eulerian coordinate transform. Here, we abbreviate the

partial derivative with respect qj coordinate as Ψi,j ≡ ∂Ψi/∂qj .

By using equation (E.6), the equation of motion becomes

J(q, τ)∇x ·
[

d2x

dτ2
+H(τ)

dx

dτ

]

=
3

2
H2(τ)Ωm(τ)(J − 1). (E.8)

Using the chain rule
∂

∂xi
=

[

d3q

d3x

]

ij

∂

∂qj
= [δij +Ψi,j ]

−1 ∂

∂qj
,

the equation for displacement vector Ψ becomes

J(q, τ) [δij +Ψi,j(q, τ)]
−1

[

d2Ψi,j(q, τ)

dτ2
+H(τ)

dΨi,j(q, τ)

dτ

]

=
3

2
H2(τ)Ωm(τ) [J(q, τ) − 1] . (E.9)

Equation (E.9) is the master equation of the Lagrangian perturbation theory. In order to

get the perturbative solution, we solve the equation perturbatively in Ψ(q, τ):

Ψ(q, τ) = Ψ(1)(q, τ) +Ψ(2)(q, τ) + · · · . (E.10)
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With this, we can write the Eulerian density in terms of the Lagrangian density to third order in D:
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We use Equation (7) to express � in terms of the linear quantities �L and ⌃, where �L is already first order in D.
The real-space correlation function in co-moving Eulerian coordinates is:

⌅(x1 � x2, t) = ⇧�(x1, t)�(x2, t)⌃ . (13)

This can be written in powers of D using the above expansion of the Eulerian over-density. Because the over-density
field is assumed to be a zero-mean Gaussian random field, the odd moments vanish. The correlation function to second
order is then:

⌅(r, t) = ⌅(1)(r)D2 + ⌅(2)(r)D4 + ...

We define the functions:
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where jn is the spherical Bessel function of order n and PL(k) is the linear power spectrum. Using this definition, the
linear term is:

⌅(1)(r) = ⌅0
0(r) , (15)

the spherically symmetric Fourier transform of the linear power spectrum.
⌅(2)(r) is the expectation of a sum of products of four terms expressed with the linear quantities. Since these are

all Gaussian, the only irreducible terms are second order. Thus we only need to calculate expectations of the type
⇧a(q1)b(q2)⌃. Mathematica was used to express the various derivatives of ⌃(q) in terms of spherical harmonics, and
to calculate the expectation values between them. We illustrate this process in the following example.

⌦⌃(q)
⌦qz

= �
⌥

d3k

(2⇧)3
ikz

k2
�̂L(k)eik·q = �i

�
4⇧

3

⌥
d3k

(2⇧)3
Y 0

1 (⇥,⌥)
k

�̂L(k)eik·q , (16)

⌦2⌃(q)
⌦q2

z

=
⌥

d3k

(2⇧)3
k2

z

k2
�̂L(k)eik·q =

�
4⇧

3

⌥
d3k

(2⇧)3

⇥
Y 0

0 (⇥,⌥) +
2�
5
Y 0

2 (⇥,⌥)
⇤

�̂L(k)eik·q . (17)

⌅
⌦⌃(q1)

⌦qz

⌦2⌃(q2)
⌦q2

z

⇧
= � 4⇧i

33/2(2⇧)6

⌥⌥
d3k1d3k2e

i(k1·q1+k2·q2) ⇧�̂L(k1)�̂L(k2)⌃
k

,

⇥ Y 0
1 (⇥1, ⌥1)

⇥
Y 0

0 (⇥2, ⌥2) +
2�
5
Y 0

2 (⇥2, ⌥2)
⇤

. (18)

⇧�̂L(k1)�̂L(k2)⌃ = (2⇧)3�D(k1 + k2)PL(k1) . (19)

So we must calculate the integrals
⌥

Y m
l (⇥, ⌥)Y ⇤m�

l� (⇥,⌥)eik·(q1�q2)d�k . (20)

We use the plane-wave (Rayleigh) expansion for eik·(q1�q2) to compute these integrals in terms of spherical Bessel
functions, jn(kr), where r = q1 � q2. In general, the integral is zero for m ⇤= m⌅.
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where µ is the cosine of the angle between r̂ and ẑ, and Pl(µ) are the Legendre polynomials. In the expansion of the
over-density, Equation (12), each term is evaluated at q = x, so the expectation values in the correlation function
become functions of the Eulerian distance, r = |x1 � x2|.
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& Zeldovich 1989). The linear potential is related to the linear density field through the Poisson equation:

x(q, t) = q�D(t)r
q

�(q) , (1)
D(t)r2

q

�(q) = �

L

(q, t) .

In the rest of this paper, we will shorten D(t) to D for convenience. The real-space density is then related to the
Jacobian of the transformation from Lagrangian to Eulerian coordinates.

⇢(x, t)
⇢̄

=
����
@x

i

@q

j

����
�1

=
1

J(q, t)
= 1 + �

q

(q(x)) , (2)

where x and q are related by the Zel’dovich formula (1). Here, �

q

(without subscript L) is the weakly nonlinear

over-density. Equation (2) for the Eulerian density is only strictly valid before shell-crossing, where the mapping from
q to x is one-to-one. As is discussed in Kofman et al. (1994), when there is multi-streaming, multiple values of q = q

i

map to the same point x, thus the Eulerian density at a given point is a sum over all of the streams at that point.

⇢(x) =
Nstreams(x)X

i=1

%(q
i

(x)) . (3)

Here, ⇢(x) is the full Eulerian density, and %(q
i

) are the “single-stream” densities. However, shell-crossing does not
contribute greatly at the large scales we are concerned with, and so we assume the “single-stream” density is the full
density. We will show that this assumption leads to a result that agrees with the usual perturbative results.

The Jacobian can be written in terms of invariants, I1, I2, and I3, of the symmetric matrix d

ij

(q) (Zel’dovich 1970).

d

ij

(q) =
@

2
�(q)

@q

i

@q

j

, (4)

J(q, t) = 1�DI1(q) + D

2
I2(q)�D

3
I3(q) . (5)

The invariants can be written in terms of the eigenvalues of d

ij

(q): �1, �2, and �3.

I1(q) = �1 + �2 + �3 ,

I2(q) = �1�2 + �1�3 + �2�3 , (6)
I3(q) = �1�2�3 .

Therefore, the Eulerian overdensity can be expressed by the Taylor expansion of the inverse Jacobian, to any order:
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q

(q, t) = DI1(q) + D

2
�
I1(q)2 � I2(q)

�
+ D

3
�
I1(q)3 � 2I1(q)I2(q) + I3(q)

�
+ ... (7)

Note that the first term in this expansion corresponds to linear theory: �

L

= DI1(q).
However, as our goal in this paper is to calculate the density correlation function at a fixed Eulerian distance, we

need to be careful about the details of the di↵erence between the Eulerian and Lagrangian coordinates. Instead of
the usual forward relation, writing x in terms of q, we will need the reverse and express q with x, using the Taylor
expansion around x in a recursive fashion.

q(x) = x + Dr
q

�(q(x)) . (8)

To linear order, r
q

�(q(x)) = r
q

�(x), but when considering the higher order terms in the density, it is necessary to
express r

q

�(q(x)) to second order in D.
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. (9)

Because the correlation function, ⇠(r), is a function of Eulerian distance, r = x1 � x2, we must express the over-
density as a function of the Eulerian coordinate, x. By expanding the function �

q

(q) about the point q = x, we arrive
at an expression for �

x

(x) that is a power series in D.

�

x
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q
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q

(x + Dr
q

�(q(x))) . (10)

A Taylor expansion of the right hand side of Equation (10) gives:
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Jacobian in terms of invariants of deformation tensor: 

Coordinate transformation from q to x: 
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New Approach: Method 

The invariants can be written in terms of the eigenvalues of dij(q) – ⇥1, ⇥2, and ⇥3.

I1(q) = ⇥1 + ⇥2 + ⇥3

I2(q) = ⇥1⇥2 + ⇥1⇥3 + ⇥2⇥3

I3(q) = ⇥1⇥2⇥3

Expression ?? for the Eulerian density is only valid before shell-crossing, where the
mapping from q to x is one-to-one. As is discussed in [?], when there is multi-streaming
– multiple values of q map to the same point x – the Eulerian density at a given point is
a sum over all of the streams at that point.

⇧q(q) =
Nstreams(x)�

i=1

⌥i(q)

Here, ⇧q is the full Eulerian density, and ⌥i is a “single-stream” density. However, we
believe that shell-crossing does not contribute greatly at the scales we are concerned with,
and so we assume the “single-stream” density is the full density.

We now have the Eulerian density as a function of Lagrangian coordinate, q, and we
want this density as a function of the Eulerian coordinate, x. We Taylor expand this
function about the point x = q to get an expression for �x(x) that is a power series in D.
It is also necessary to express the function ⌃(q) as a function of x in a similar way. This
gives us nonlinear terms in the density that we must consider in order to recover the first
non-linear term of the correlation function.
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The real-space correlation function, expressed in co-moving Eulerian coordinates is
then:

⇤(x1 � x2, t) = ⌅�x(x1, t)�x(x2, t)⇧,

which we expand in powers of D. Because the over-density field is a zero-mean Gaussian,
the odd moments vanish. We write the correlation function as:

⇤(r, t) = ⇤(1)(r)D2 + ⇤(2)(r)D4 + ...

We define the functions:
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The full expression for the non-linear Zeldovich correlation function in Eulerian coor-
dinates is:
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As we expect, the real-space correlation function is isotropic, finite at r = 0, and tends
to zero on large scales. Note that this expression contains products of the functions
⇥m
n (r). In the next section, we show that this Fourier transforms exactly to the nonlinear

Zeldovich power spectrum calculated by Valageas. The normalization we use for the
power spectrum requires that we rewrite the nonlinear Zeldovich power spectrum given
by Valageas:

P (2)(k) = P13(k) + P22(k) (2.5)
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We group our expression into two terms, in order to clearly relate it to P13(k) and P22(k):
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With this, we can write the Eulerian density in terms of the Lagrangian density to third order in D:
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We use Equation (7) to express � in terms of the linear quantities �L and ⌃, where �L is already first order in D.
The real-space correlation function in co-moving Eulerian coordinates is:

⌅(x1 � x2, t) = ⇧�(x1, t)�(x2, t)⌃ . (13)

This can be written in powers of D using the above expansion of the Eulerian over-density. Because the over-density
field is assumed to be a zero-mean Gaussian random field, the odd moments vanish. The correlation function to second
order is then:

⌅(r, t) = ⌅(1)(r)D2 + ⌅(2)(r)D4 + ...

We define the functions:

⌅m
n (r) =

1
2⇧2
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0
PL(k)jn(kr)km+2dk , (14)

where jn is the spherical Bessel function of order n and PL(k) is the linear power spectrum. Using this definition, the
linear term is:

⌅(1)(r) = ⌅0
0(r) , (15)

the spherically symmetric Fourier transform of the linear power spectrum.
⌅(2)(r) is the expectation of a sum of products of four terms expressed with the linear quantities. Since these are

all Gaussian, the only irreducible terms are second order. Thus we only need to calculate expectations of the type
⇧a(q1)b(q2)⌃. Mathematica was used to express the various derivatives of ⌃(q) in terms of spherical harmonics, and
to calculate the expectation values between them. We illustrate this process in the following example.
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So we must calculate the integrals
⌥

Y m
l (⇥, ⌥)Y ⇤m�

l� (⇥,⌥)eik·(q1�q2)d�k . (20)

We use the plane-wave (Rayleigh) expansion for eik·(q1�q2) to compute these integrals in terms of spherical Bessel
functions, jn(kr), where r = q1 � q2. In general, the integral is zero for m ⇤= m⌅.

⌅
⌦⌃(q1)

⌦qz

⌦2⌃(q2)
⌦q2

z

⇧
= � 1

5(2⇧2)

⌥ ⇧

0
PL(k) (3j1(kr)P1(µ)� 2j3(kr)P3(µ)) k dk ,

= �3
5
P1(µ)⌅�1

1 (r) +
2
5
P3(µ)⌅�1

3 (r) . (21)

where µ is the cosine of the angle between r̂ and ẑ, and Pl(µ) are the Legendre polynomials. In the expansion of the
over-density, Equation (12), each term is evaluated at q = x, so the expectation values in the correlation function
become functions of the Eulerian distance, r = |x1 � x2|.

– 5 –

The correlation function in co-moving Eulerian coordinates can be written in powers of

D using the above expansion of the Eulerian overdensity in terms of the initial quantities.

Because the initial overdensity is assumed to be a zero-mean Gaussian random field, the odd

moments vanish. The first two terms of the correlation function are then:

⇠�(r, t) ⌘ h�(x, t)�(x+ r, t)i = ⇠
(1)
� (r)D2 + ⇠

(2)
� (r)D4 + ... (8)

We define the functions:

⇠mn (r) =
1

2⇡2

Z 1

0

Plin(k)jn(kr)k
m+2dk , (9)

where jn is the spherical Bessel function of order n and Plin(k) is the power spectrum of the

initial density fluctuations. Using this definition, the linear term in the expansion of the

correlation function is:

⇠
(1)
� (r) = ⇠00(r) , (10)

the spherically symmetric Fourier transform of the linear power spectrum.

The first nonlinear term in the correlation function can be calculated using spherical

harmonics. For more details on the calculation, see McCullagh & Szalay (2012). The final

expression is:

⇠
(2)
� (r) =

19

15
⇠00(r)

2 +
34

21
⇠02(r)

2 +
4

35
⇠04(r)

2 � 16

5
⇠�1
1 (r)⇠11(r)

� 4

5
⇠�1
3 (r)⇠13(r) +

1

3
⇠�2
0 (r)⇠20(r)�

1

3
⇠�2
0 (0)⇠20(r)

+
2

3
⇠�2
2 (r)⇠22(r) (11)

We can use the same approach to calculate the correlation function of the log density

field. Starting with Equation (2) and using the definition of the Jacobian in Equation (4),

we write the log of the density, which we define as the quantity A(q), as:

ln (1 + �(q, t)) ⌘ A(q) = � ln J(q, t)

= �(ln(1�D�1) + ln(1�D�2)

+ ln(1�D�3)) . (12)

We expand this expression in powers of D, and rewrite it in terms of the invariants of

3

With this, we can write the Eulerian density in terms of the Lagrangian density to third order in D:

�(x, t) =
⇥

�(q, t) + D
⌃

i

⌦⌃(q)
⌦qi

⌦�(q, t)
⌦qi

+ D2
⌃

i,j

⌦2⌃(q)
⌦qi⌦qj

⌦⌃(q)
⌦qj

⌦�(q, t)
⌦qi

+
1
2
D2

⌃

i,j

⌦2�(q, t)
⌦qi⌦qj

⌦⌃(q)
⌦qi

⌦⌃(q)
⌦qj

⇤�����
q=x

. (12)

We use Equation (7) to express � in terms of the linear quantities �L and ⌃, where �L is already first order in D.
The real-space correlation function in co-moving Eulerian coordinates is:

⌅(x1 � x2, t) = ⇧�(x1, t)�(x2, t)⌃ . (13)

This can be written in powers of D using the above expansion of the Eulerian over-density. Because the over-density
field is assumed to be a zero-mean Gaussian random field, the odd moments vanish. The correlation function to second
order is then:

⌅(r, t) = ⌅(1)(r)D2 + ⌅(2)(r)D4 + ...

We define the functions:

⌅m
n (r) =

1
2⇧2

⌥ ⇧

0
PL(k)jn(kr)km+2dk , (14)

where jn is the spherical Bessel function of order n and PL(k) is the linear power spectrum. Using this definition, the
linear term is:

⌅(1)(r) = ⌅0
0(r) , (15)

the spherically symmetric Fourier transform of the linear power spectrum.
⌅(2)(r) is the expectation of a sum of products of four terms expressed with the linear quantities. Since these are

all Gaussian, the only irreducible terms are second order. Thus we only need to calculate expectations of the type
⇧a(q1)b(q2)⌃. Mathematica was used to express the various derivatives of ⌃(q) in terms of spherical harmonics, and
to calculate the expectation values between them. We illustrate this process in the following example.

⌦⌃(q)
⌦qz

= �
⌥

d3k

(2⇧)3
ikz

k2
�̂L(k)eik·q = �i

�
4⇧

3

⌥
d3k

(2⇧)3
Y 0

1 (⇥,⌥)
k

�̂L(k)eik·q , (16)

⌦2⌃(q)
⌦q2

z

=
⌥

d3k

(2⇧)3
k2

z

k2
�̂L(k)eik·q =

�
4⇧

3

⌥
d3k

(2⇧)3

⇥
Y 0

0 (⇥,⌥) +
2�
5
Y 0

2 (⇥,⌥)
⇤

�̂L(k)eik·q . (17)

⌅
⌦⌃(q1)

⌦qz

⌦2⌃(q2)
⌦q2

z

⇧
= � 4⇧i

33/2(2⇧)6

⌥⌥
d3k1d3k2e

i(k1·q1+k2·q2) ⇧�̂L(k1)�̂L(k2)⌃
k

,

⇥ Y 0
1 (⇥1, ⌥1)

⇥
Y 0

0 (⇥2, ⌥2) +
2�
5
Y 0

2 (⇥2, ⌥2)
⇤

. (18)

⇧�̂L(k1)�̂L(k2)⌃ = (2⇧)3�D(k1 + k2)PL(k1) . (19)

So we must calculate the integrals
⌥

Y m
l (⇥, ⌥)Y ⇤m�

l� (⇥,⌥)eik·(q1�q2)d�k . (20)

We use the plane-wave (Rayleigh) expansion for eik·(q1�q2) to compute these integrals in terms of spherical Bessel
functions, jn(kr), where r = q1 � q2. In general, the integral is zero for m ⇤= m⌅.

⌅
⌦⌃(q1)

⌦qz

⌦2⌃(q2)
⌦q2

z

⇧
= � 1

5(2⇧2)

⌥ ⇧

0
PL(k) (3j1(kr)P1(µ)� 2j3(kr)P3(µ)) k dk ,

= �3
5
P1(µ)⌅�1

1 (r) +
2
5
P3(µ)⌅�1

3 (r) . (21)

where µ is the cosine of the angle between r̂ and ẑ, and Pl(µ) are the Legendre polynomials. In the expansion of the
over-density, Equation (12), each term is evaluated at q = x, so the expectation values in the correlation function
become functions of the Eulerian distance, r = |x1 � x2|.

Perturbatively calculate the nonlinear correlation function: 
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We use Wick’s theorem for expectation values of Gaussian quantities: 

ha(x1)b(x2)c(x3)d(x4)i = ha(x1)b(x2)ihc(x3)d(x4)i+ ha(x1)c(x3)ihb(x2)d(x4)i
+ ha(x1)d(x4)ihb(x2)c(x3)i

1

First nonlinear contribution to the correlation function in terms of initial quantities: 

Where: 
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Figure 1: The linear (blue) and the nonlinear (green) correlation functions from the Zel’dovich approx-
imation at z = 0. The e�ect of the nonlinear term is to dampen the peak and to shift its position to lower
radius.

4.2 Redshift Space Distortions

In galaxy redshift surveys, the coordinate along the line-of-sight is the redshift, which gives
us the velocity of the galaxy along that direction. This quantity is related to the distance
through the expansion of space as well as the particle’s peculiar motion. The random motion of
galaxies within a cluster causes galaxies at the same distance from us to have slightly di⇥erent
redshifts. The resulting anisotropy is called redshift-space distortion, and its e⇥ect is well
understood to first order [6, 11]. The linear power spectrum in redshift space is described by
Kaiser (1986), and results in an increase in the power along directions close to the line-of-
sight [8]. Correspondingly, the peak in the linear correlation function is sharpened along the
line-of-sight direction in redshift space [21]. Various attempts have been made to include the
e⇥ects of redshift-space distortions in the nonlinear power spectrum [9, 20]. However, these
calculations are extremely complicated, as the relationship between Fourier space and redshift
space is not straightforward.

Comoving Eulerian space (x) and redshift space (s) are related through the line-of-sight
velocities of particles. In the Zel’dovich approximation, the transformation is quite simple:

s(x) = x� f(D(t)⇤⇥⇥(q) · n̂)n̂

In this equation, n̂ is the line-of-sight direction. The parameter f is the logarithmic derivative
of the growth function, and is roughly equal to �0.6

m , where �m is the matter density parameter.
With this, we can write a transformation from Lagrangian space to redshift space, and proceed as
outlined in section 4.1 to find the nonlinear overdensity in redshift space. The resulting nonlinear
term of the correlation function is similarly made up of products of �m

n (r), but depends also on

4

New Approach: Results 

In the Zel’dovich model, at z=0, the peak is damped by about 10% and shifted 
to lower radius by ~1% 

Linear 

Nonlinear 
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77 Indra simulations 
T. Budavári, S. Cole, D. Crankshaw, L. Dobos, B. Falck, A. Jenkins, G. Lemson, M. Neyrinck, A. Szalay, and J. Wang 
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Real Space vs Redshift Space: Density 

9/3/13 22 

Li
ne

 o
f s

ig
ht

 

500 Mpc/h 

50
0 

M
pc

/h
 

Berkeley Cosmology Seminar 



!" #" $" %" &"" &!" &#" &$" &%"

!"

#"

$"

%"

&""

&!"

&#"

&$"

&%"

r [Mpc/h]

r
 
[
M
p
c
/
h
]

'

'

!(

!!

!&

"

&

!

(

20    40    60    80   100  120  140 160   180 

180 

160 

140 

120 

100 

80 

60 

40 

20 

3 

2 

1 

0 

-1 

-2 

-3 

r [Mpc/h] 

r [
M

pc
/h

] 

! "! #! $! %! &!! &"! &#! &$! &%! "!!
!&

!

&

"

'

#

(
)*&!

!'

+*,-./012

!
3+
4

Real Space vs Redshift Space: Correlation Function 

!" #" $" %" &"" &!" &#" &$" &%"

!"

#"

$"

%"

&""

&!"

&#"

&$"

&%"

r
p
 [Mpc/h]

!
 
[
M
p
c
/
h
]

'

'

!(

!!

!&

"

&

!

(

20    40    60    80   100  120  140 160   180 

180 

160 

140 

120 

100 

80 

60 

40 

20 

3 

2 

1 

0 

-1 

-2 

-3 

rp [Mpc/h] 

π
 [M

pc
/h

] 

Linear Real Space 

Linear Redshift Space 

! "! #! $! %! &!! &"! &#! &$! &%! "!!
!&

!

&

"

'

#

(
)*&!

!'

+*,-./012

!
3+
4

! "! #! $! %! &!! &"! &#! &$! &%! "!!
!&

!

&

"

'

#

(
)*&!

!'

+*,-./012

!
3+
4

9/3/13 23 

Li
ne

 o
f s

ig
ht

 

3

to:

⇠

(1)(s) =

✓
1 +

2f

3
+

f

2

5

◆
⇠

0
0(s)�

✓
4f

3
+

4f2

7

◆
P2(µ)⇠

0
2(s)

+
8f2

35
P4(µ)⇠

0
4(s) , (16)

where Pl(µ) is the Legendre polynomial of order l.
The first nonlinear term is made up of products of the

functions ⇠

m
n (s), as in real space, and also depends on

f and the angle µ. We have condensed the terms for
convenience, and give the full expression in Appendix
(Blah).

⇠

(2)(s) =
X

c

m1m2
n1n2

(f, µ)⇠m1
n1

(s)⇠m2
n2

(s) (17)

3. COMPARISON TO NUMERICAL RESULTS

In our previous paper, in order to verify our real-space
result for the nonlinear correlation function, we Fourier
transformed the expression and compared it with the pre-
viously calculated Fourier-space result. We then devel-
oped a numerical simulation of the Zel’dovich approxi-
mation whose results agreed with the analytical expres-
sion. We developed the numerical method in order to
test future results, where analytical comparisons are not
available to us, such as the redshift-space result presented
in this paper. Because we have no analytical expression
with which to compare our redshift-space result, we rely
solely on these numerical simulations to verify the result.
We use CAMB to generate the initial power spectrum,

with the cosmological parameters ⌦⇤ = 0.71, ⌦m = 0.29,
⌦b = 0.045, h = 0.7, and �8(z = 0) = 0.89 (reference).
Each simulation is a 1.5 Gpc/h box with 10243 particles,
and the density is computed using a cloud-in-cell scheme
on a 2563 grid. The particles are displaced from the
initial grid to their redshift-space positions at some time.
We calculate the density on the grid and this is used
to compute the 2-dimensional correlation function. The
average of the correlation functions over 1000 simulations
at each time allows us to see the behavior of the nonlinear
term over time.
As in real-space, we expect the nonlinear term from

the simulations to agree with the analytical expression
at high redshift, although the result will be noisy due
to the small value of the nonlinear contribution at early
times. We expect a growing deviation from the analyti-
cal result with decreasing redshift coming from the next
higher order term, proportional to D

6.
Figure 1 shows the predicted linear redshift-space cor-

relation function, Equation (16). The x-axis is the trans-
verse direction, and the y-axis is the line-of-sight direc-
tion. (explain coordinate system). We compare this to
Figure 2, which shows the redshift-space correlation func-
tions at four redshifts in the simulations: z = 10, 5, 1,
and 0. The correlation functions have been normalized
by D

2 for comparison to Figure 1. Note that the correla-
tion function is well described by linear theory and high
redshift (z = 10), but at lower redshifts the acoustic ring
becomes washed out due to nonlinearity. By z = 0, the
amplitude of the ring along the line of sight di↵ers from
the linear prediction by about (blah)%.
Figure 3 shows the predicted nonlinear contribution to

the correlation function from the Zel’dovich approxima-
tion, Equation (17). This shows clearly that the e↵ect
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Fig. 1.— The linear correlation function in redshift space.
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Fig. 2.— Correlation functions, averaged over 1000 Zel’dovich
simulations, at z = 10 (top left), z = 5 (top right), z = 1 (bottom
left), and z = 0 (bottom right).

of the nonlinear term is to dampen the BAO ring in the
full correlation function at later times.
Figure 4 shows the correlation functions from the sim-

ulations, with the linear term subtracted out, and scaled
by D

4. We compare these to Figure 3. Note that the
contribution at higher redshift is noisier because we have
amplified a very small signal.
We can also look at line-of-sight, transverse, and diag-

onal cuts to more easily compare the numerical results
to the analytical expression: Figure 5.

4. CONCLUSION

We have shown that our configuration-space approach
to perturbation theory can be extended to redshift space

f ⌘ d lnD

d ln a

1
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Redshift-space Correlation Function 
Transformation to redshift-space coordinates: 
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s = x� uz(x)ẑ

⇥(r, t) = ⇤�x(x)�x(x + r)⌅

�
1 +

2f

3
+

f 2

5

⇥
⇥0
0(r) �

�
4f

3
+

4f 2

7

⇥
P2(x)⇥0

2(r) +
8f 2

35
P4(x)⇥0

4(r)

1

2

Poisson equation:

x(q, t) = q+ (q, t) , (1)

rq · (q, t) = �D(t)r2
q�(q) = ��L(q, t) .

To a distant observer, the redshift coordinate s is re-
lated to the Eulerian coordinate x through the particle’s
peculiar velocity along the line of sight:

s(x) = x+ f( (q, t) · n̂)n̂ , (2)

where n̂ is the line-of-sight direction, and f is the loga-
rithmic derivative of the growth function, D (see Hamil-
ton (1998) for a review). Combining Equations (1)and
(2), we write the transformation from Lagrangian to red-
shift coordinates in the Zel’dovich approximation in a
similar way to Equation (1), but with an anisotropic dis-
placement field:

s(q) = q+ (q, t) (3)

 (q, t) ⌘ �D(t) (rq�(q) + f(rq�(q) · n̂)n̂)

We now follow the same approach used in McCullagh &
Szalay (2012) to calculate the nonlinear overdensity, but
using the anisotropic displacement field. The Jacobian
of the transformation in Equation (3) is used to find the
redshift-space density:

⇢(s, t)

⇢̄

=

����
@si

@qj

����
�1

=
1

J(q, t)
= 1 + �(q(s)) , (4)

where s and q are related by Equation (3). Here, � (with-
out subscript L) is the weakly nonlinear over-density in
redshift space, expressed through the Lagrangian coor-
dinate q.
The Jacobian can be written in terms of f and elements

of the symmetric matrix dij(q) (Zel’dovich 1970):

dij(q) =
@

2
�(q)

@qi@qj
, (5)

J(q, t) = 1�D(I1(q) + fdnn(q)) +D

2
�
(1 + f)I2(q)

� fMnn(q)
�
�D

3(1 + f)I3(q) , (6)

where dnn is the line-of-sight component of dij , Mnn is
the corresponding minor of the matrix, and I1, I2, and
I3 are invariants of the matrix, which can be written in
terms of its eigenvalues �1, �2, and �3:

I1(q) = �1 + �2 + �3 ,

I2(q) = �1�2 + �1�3 + �2�3 , (7)

I3(q) = �1�2�3 .

We want to write the correlation function in terms
of redshift-space separation, s1 � s2, as this is the ob-
served coordinate system. It is therefore necessary to
express the over-density in terms of the redshift coordi-
nate, rather than the Lagrangian coordinate. To do this,
we invert Equation (3):

q(s) = s� (q(s), t) , (8)

and use Taylor expansions of relevant quantities about
the point q = s. First, we express  as a function of

redshift coordinate:

 i(s(q)) =

0

@ i(q)�
X

j

@ i(q, t)

@qj
 j(q, t) + ...

1

A
�����
q=s

,

(9)

where,  i indicates the i-th component of  . Because
 is proportional to D, this expansion is a power series
in D. Next we relate the over-density in redshift coordi-
nates to that in Lagrangian coordinates:

�(s, t) ⌘ �(q(s), t) = �(s� (q(s))) (10)

A Taylor expansion of the right hand side of Equation
(10) gives:

�(s, t) =

✓
�(q, t)�

X

i

@�(q)

@qi
 i(q(s))

+
1

2

X

i,j

@�(q)

@qi@qj
 i(q(s)) j(q(s)) + ...

◆����
q=s

(11)

The full expression for the redshift-space over-density
in terms of the Lagrangian over-density to third order in
D is:

�(s, t) =

✓
�(q, t)�

X

i

@�(q, t)

@qi
 i(q)

+
X

i,j

@�(q, t)

@qi

@ i(q, t)

@qj
 j(q, t)

+
1

2

X

i,j

@

2
�(q, t)

@qi@qj
 i(q) j(q) + ...

◆�����
q=s

.

(12)

In co-moving coordinates, the redshift-space correla-
tion function is:

⇠(s, t) ⌘ h�(s0, t)�(s0 + s, t)i . (13)

This can be written as a power series in D:

⇠(s, t) = D

2
⇠

(1)(s, t) +D

4
⇠

(2)(s, t) , (14)

where the terms proportional to odd powers of D vanish
because �L is assumed to be a Gaussian random field.
We use the same procedure as is described in Mc-

Cullagh & Szalay (2012) to compute the expectations
in Mathematica, but with the anisotropic displacement
vector. We use the coordinate system described in (ref),
where s is the magnitude of the redshift-space separation,
and µ = ŝ · n̂.
As in real-space, the redshift-space correlation function

can be written in terms of the linear functions:

⇠
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Poisson equation:

x(q, t) = q+ (q, t) , (1)

rq · (q, t) = �D(t)r2
q�(q) = ��L(q, t) .

To a distant observer, the redshift coordinate s is re-
lated to the Eulerian coordinate x through the particle’s
peculiar velocity along the line of sight:

s(x) = x+ f( (q, t) · n̂)n̂ , (2)

where n̂ is the line-of-sight direction, and f is the loga-
rithmic derivative of the growth function, D (see Hamil-
ton (1998) for a review). Combining Equations (1)and
(2), we write the transformation from Lagrangian to red-
shift coordinates in the Zel’dovich approximation in a
similar way to Equation (1), but with an anisotropic dis-
placement field:

s(q) = q+ (q, t) (3)

 (q, t) ⌘ �D(t) (rq�(q) + f(rq�(q) · n̂)n̂)

We now follow the same approach used in McCullagh &
Szalay (2012) to calculate the nonlinear overdensity, but
using the anisotropic displacement field. The Jacobian
of the transformation in Equation (3) is used to find the
redshift-space density:

⇢(s, t)

⇢̄

=

����
@si

@qj
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�1

=
1

J(q, t)
= 1 + �(q(s)) , (4)

where s and q are related by Equation (3). Here, � (with-
out subscript L) is the weakly nonlinear over-density in
redshift space, expressed through the Lagrangian coor-
dinate q.
The Jacobian can be written in terms of f and elements

of the symmetric matrix dij(q) (Zel’dovich 1970):

dij(q) =
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2
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@qi@qj
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(1 + f)I2(q)

� fMnn(q)
�
�D
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where dnn is the line-of-sight component of dij , Mnn is
the corresponding minor of the matrix, and I1, I2, and
I3 are invariants of the matrix, which can be written in
terms of its eigenvalues �1, �2, and �3:

I1(q) = �1 + �2 + �3 ,

I2(q) = �1�2 + �1�3 + �2�3 , (7)

I3(q) = �1�2�3 .

We want to write the correlation function in terms
of redshift-space separation, s1 � s2, as this is the ob-
served coordinate system. It is therefore necessary to
express the over-density in terms of the redshift coordi-
nate, rather than the Lagrangian coordinate. To do this,
we invert Equation (3):

q(s) = s� (q(s), t) , (8)

and use Taylor expansions of relevant quantities about
the point q = s. First, we express  as a function of

redshift coordinate:
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where,  i indicates the i-th component of  . Because
 is proportional to D, this expansion is a power series
in D. Next we relate the over-density in redshift coordi-
nates to that in Lagrangian coordinates:

�(s, t) ⌘ �(q(s), t) = �(s� (q(s))) (10)

A Taylor expansion of the right hand side of Equation
(10) gives:
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The full expression for the redshift-space over-density
in terms of the Lagrangian over-density to third order in
D is:
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In co-moving coordinates, the redshift-space correla-
tion function is:

⇠(s, t) ⌘ h�(s0, t)�(s0 + s, t)i . (13)

This can be written as a power series in D:
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4
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where the terms proportional to odd powers of D vanish
because �L is assumed to be a Gaussian random field.
We use the same procedure as is described in Mc-

Cullagh & Szalay (2012) to compute the expectations
in Mathematica, but with the anisotropic displacement
vector. We use the coordinate system described in (ref),
where s is the magnitude of the redshift-space separation,
and µ = ŝ · n̂.
As in real-space, the redshift-space correlation function

can be written in terms of the linear functions:
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Zel’dovich model prediction: 
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Understanding the BAO Peak Shift 
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A 2% Distance to z = 0.35 : Methods and Data 3

Figure 1. A pictoral explanation of how density-field reconstruction can improve the acoustic scale measurement. In each panel, we
show a thin slice of a simulated cosmological density field. (top left) In the early universe, the initial densities are very smooth. We mark
the acoustic feature with a ring of 150 Mpc radius from the central points. A Gaussian with the same rms width as the radial distribution
of the black points from the centroid of the blue points is shown in the inset. (top right) We evolve the particles to the present day, here
by the Zel’dovich approximation (Zel’dovich 1970). The red circle shows the initial radius of the ring, centered on the current centroid of
the blue points. The large-scale velocity field has caused the black points to spread out; this causes the acoustic feature to be broader.
The inset shows the current rms radius of the black points relative to the centroid of the blue points (solid line) compared to the initial
rms (dashed line). (bottom left) As before, but overplotted with the Lagrangian displacement field, smoothed by a 10h�1 Mpc Gaussian
filter. The concept of reconstruction is to estimate this displacement field from the final density field and then move the particles back
to their initial positions. (bottom right) We displace the present-day position of the particles by the opposite of the displacement field
in the previous panel. Because of the smoothing of the displacement field, the result is not uniform. However, the acoustic ring has
been moved substantially closer to the red circle. The inset shows that the new rms radius of the black points (solid), compared to the
initial width (long-dashed) and the uncorrected present-day width (short-dashed). The narrower peak will make it easier to measure the
acoustic scale. Note that the algorithm applied to the data is more complex than was just described, but this figure illustrates the basic
opportunity of reconstruction.

steps of this algorithm below and discuss details specific to
our implementation in subsequent subsections.

(i) Estimate the unreconstructed power spectrum P (k) or
correlation function ⇠(r).

(ii) Estimate the galaxy bias b and the linear growth rate,
f ⌘ d lnD/d ln a ⇠⌦0.55

M (Carroll et al. 1992; Linder 2005),
where D(a) is the linear growth function as a function of
scale factor a and ⌦M is the matter density relative to the
critical density.

(iii) Embed the survey into a larger volume, chosen such
that the boundaries of this larger volume are su�ciently
separated from the survey.

(iv) Gaussian smooth the density field.
(v) Generate a constrained Gaussian realization that

matches the observed density and interpolates over masked
and unobserved regions (§2.3).

(vi) Estimate the displacement field  within the
Zel’dovich approximation (§2.4).

(vii) Shift the galaxies by � . Since linear redshift-
space distortions arise from the same velocity field, we shift
the galaxies by an additional �f( · ŝ)ŝ (where ŝ is the
radial direction). In the limit of linear theory (i.e. large
scales), this term exactly removes redshift-space distortions
(Kaiser 1987; Hamilton 1998; Scoccimarro 2004). Denote
these points by D.

(viii) Construct a sample of points randomly distributed
according to the angular and radial selection function and
shift them by � . Note that we do not correct these for
redshift-space distortions. Denote these points by S.

c� 0000 RAS, MNRAS 000, 000–000

Figure: Padmanabhan, arXiv:1202.0090 (2012) 
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Figure 1. A pictoral explanation of how density-field reconstruction can improve the acoustic scale measurement. In each panel, we
show a thin slice of a simulated cosmological density field. (top left) In the early universe, the initial densities are very smooth. We mark
the acoustic feature with a ring of 150 Mpc radius from the central points. A Gaussian with the same rms width as the radial distribution
of the black points from the centroid of the blue points is shown in the inset. (top right) We evolve the particles to the present day, here
by the Zel’dovich approximation (Zel’dovich 1970). The red circle shows the initial radius of the ring, centered on the current centroid of
the blue points. The large-scale velocity field has caused the black points to spread out; this causes the acoustic feature to be broader.
The inset shows the current rms radius of the black points relative to the centroid of the blue points (solid line) compared to the initial
rms (dashed line). (bottom left) As before, but overplotted with the Lagrangian displacement field, smoothed by a 10h�1 Mpc Gaussian
filter. The concept of reconstruction is to estimate this displacement field from the final density field and then move the particles back
to their initial positions. (bottom right) We displace the present-day position of the particles by the opposite of the displacement field
in the previous panel. Because of the smoothing of the displacement field, the result is not uniform. However, the acoustic ring has
been moved substantially closer to the red circle. The inset shows that the new rms radius of the black points (solid), compared to the
initial width (long-dashed) and the uncorrected present-day width (short-dashed). The narrower peak will make it easier to measure the
acoustic scale. Note that the algorithm applied to the data is more complex than was just described, but this figure illustrates the basic
opportunity of reconstruction.
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our implementation in subsequent subsections.

(i) Estimate the unreconstructed power spectrum P (k) or
correlation function ⇠(r).

(ii) Estimate the galaxy bias b and the linear growth rate,
f ⌘ d lnD/d ln a ⇠⌦0.55

M (Carroll et al. 1992; Linder 2005),
where D(a) is the linear growth function as a function of
scale factor a and ⌦M is the matter density relative to the
critical density.

(iii) Embed the survey into a larger volume, chosen such
that the boundaries of this larger volume are su�ciently
separated from the survey.

(iv) Gaussian smooth the density field.
(v) Generate a constrained Gaussian realization that

matches the observed density and interpolates over masked
and unobserved regions (§2.3).

(vi) Estimate the displacement field  within the
Zel’dovich approximation (§2.4).

(vii) Shift the galaxies by � . Since linear redshift-
space distortions arise from the same velocity field, we shift
the galaxies by an additional �f( · ŝ)ŝ (where ŝ is the
radial direction). In the limit of linear theory (i.e. large
scales), this term exactly removes redshift-space distortions
(Kaiser 1987; Hamilton 1998; Scoccimarro 2004). Denote
these points by D.

(viii) Construct a sample of points randomly distributed
according to the angular and radial selection function and
shift them by � . Note that we do not correct these for
redshift-space distortions. Denote these points by S.
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Local Density Transformations: Log Density 

– 6 –

the deformation tensor:

ln (1 + �(q, t)) = D(�1 + �2 + �3) +
1

2
D2(�2

1 + �2
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3) + ... (13)

= DI1 +
1

2
D2(I21 � 2I2)

+
1

3
D3(I31 � 3I1I2 + 3I3) + ... (14)

We now have the equivalent of Equation (6), but for the log density field. We transform

this into Eulerian coordinates as above to get an expression for A(x, t). Because this quantity

has a non-zero mean, we define the correlation function as:

⇠A(r, t) =
⌦
(A(x, t)� Ā)(A(x+ r, t)� Ā)

↵
, (15)

where Ā is the Eulerian mean.

The first two terms in the correlation function are then:

⇠
(1)
A (r) = ⇠00(r) (16)

⇠
(2)
A (r) = �2
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⇠00(0)⇠

0
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30
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Note that the first term in ⇠
(2)
A (r) can be written as �2

3�
2
0⇠

(1)
A (r), where �2

0 is the variance

of the initial density field (where the density is assumed to be smoothed on some scale). This

term describes the reduction in the amplitude of ⇠A compared with the linear correlation

function.

Next, we look at the initial density field at Eulerian position x. For this quantity, we

take the initial density, �0(q), and use the Zel’dovich formula, Equation (1), to relate q to

x. The expression for �L(x) (where the subscript L stands for Lagrangian) is equivalent to

A=log(1+δ(x)) 
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McCullagh, Neyrinck, Szapudi, & Szalay. ApJL, 763, L14 (2013)  

1-point PDFs 
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Local Density Transformations: Displaced Initial Density – 7 –

Equation (7), but with � replaced with �0:

�L(x) =
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We label the correlation function of this quantity as ⇠�L . The first two terms are:

⇠
(1)
�L
(r) = ⇠00(r) (19)
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Again, we note the damping term, �2
3⇠

0
0(0)⇠

0
0(r), which is the same as we found in ⇠A.

We also note that the expression for ⇠(2)�L
is simpler than either ⇠(2)� or ⇠(2)A .

Finally, to investigate the peak shift in a transformation which further boosts the weight

of underdensities, we consider the correlation function of the reciprocal of the density, ⇠1/⇢.

This statistic is of some theoretical interest in a Lagrangian approach, since (1 + �)�1 is

simply the Jacobian, Equation (4). When we expand to Eulerian coordinates we get:
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Figure: Mark Neyrinck 

Berkeley Cosmology Seminar 

McCullagh, Neyrinck, Szapudi, & Szalay. ApJL, 763, L14 (2013)  

Initial density: 

Displaced initial density: 

Correlation function: 

�0(q)

�L(x, t) = �0(x� (q(x), t))
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�L(x, t) = �0(x� (q(x), t))
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Linear Theory:    rpeak=106.4 Mpc/h 
Zel’dovich density:   rpeak=105.8 Mpc/h  -0.6 Mpc/h 
Displaced-initial-density:  rpeak=106.2 Mpc/h  -0.2 Mpc/h 
Zel’dovich log-density:  rpeak=106.1 Mpc/h  -0.3 Mpc/h 
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McCullagh, Neyrinck, Szapudi, & Szalay. ApJL, 763, L14 (2013)  
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Log-transform vs Gaussianization transform 
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Indra simulations: 
10243 DM particles,  
1 Gpc/h box 

1-point PDFs: 

DM density DM log-density DM gaussianized-density 
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Testing Prediction with Simulations 
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1-point PDFs: 

Subhalo gaussianized density Subhalo density 
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BAO Peak in Indra Subhalo Density Field 
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BAO Peak in Indra Subhalo Density Field 
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rb [Mpc/h] rb [Mpc/h] 
s 

[M
pc

/h
] 

s 
[M

pc
/h

] 

(107.0, 8.0) (107.5, 7.5) 

Peak (un)shifted by ~0.5 Mpc/h 
S/N increased by ~1% 

std of peak=7.6 Mpc/h std of peak=8.7 Mpc/h 

Density Gaussianized Density 
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Directions for Future Work 

1 Calculation of second order density in configura-
tion space using 2LPT

The 2LPT equations are:

�x = �q �D1⇧q⌅
(1) + D2⇧q⌅

(2)
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Where I1 and I2 are invariants of the dij tensor used in the Zel’dovich approximation.

dij(�q) =
⇧2⌅(1)(�q)

⇧qi⇧qj

I1(�q) = Tr(dij)

I2(�q) = Tr(Minors(dij))

The density to second order in the Zel’dovich approximation can be written in terms of
the invariants:

�(�x) = D1I1(�x) + D2
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1

(2⇥)3

⌃
�L(�k1)�L(�k � �k1)d

3k1

1

2LPT: 

1 Calculation of second order density in configura-
tion space using 2LPT

The 2LPT equations are:

�x = �q �D1⇧q⌅
(1) + D2⇧q⌅

(2)

D2(⇤) ⇤ �3

7
D2

1(⇤)

⇧2
q⌅

(1)(�q) = �L(�q) = I1(�q)

⇧2
q⌅

(2)(�q) =
⇧

i>j

⌅(1)
,ii ⌅(1)

,jj � (⌅(1)
,ij )2 = I2(�q)

Where I1 and I2 are invariants of the dij tensor used in the Zel’dovich approximation.

dij(�q) =
⇧2⌅(1)(�q)

⇧qi⇧qj

I1(�q) = Tr(dij)

I2(�q) = Tr(Minors(dij))

The density to second order in the Zel’dovich approximation can be written in terms of
the invariants:

�(�x) = D1I1(�x) + D2
1

�
I1(�x)2 � I2(�x) +⇧⌅(1)(�x) ·⇧I1(�x)

⇥

We define the tensor d�
ij(�q) to include the ⌅(2) contribution in 2LPT, and calculate the

first invariant of this tensor:

d�
ij(�q) = dij(�q) +

3

7
D1

⇧2⌅(2)(�q)

⇧qi⇧qj

I �
1(�q) = I1(�q) +

3

7
D1Tr

⇤
⇧2⌅(2)(�q)

⇧qi⇧qj

⌅
= I1(�q) +

3

7
D1I2(�q)

In 2LPT, the density to second order is:

�(�x)� = D1

⇤
I1(�x) +

3

7
D1I2(�x)

⌅
+ D2

1

�
I1(�x)2 � I2(�x) +⇧⌅(1)(�x) ·⇧I1(�x)

⇥

= D1I1(�x) + D2
1

⇤
I1(�x)2 � 4

7
I2(�x) +⇧⌅(1)(�x) ·⇧I1(�x)

⌅

2 Fourier transform of the D2 term

We Fourier transform each term in �(2) = (I1(�x)2 � 4
7I2(�x) +⇧⌅(1)(�x) ·⇧I1(�x)):

F [I1(�x)2] =
1

(2⇥)3

⌃
�L(�k1)�L(�k � �k1)d

3k1

1

9/3/13 35 

Transformed-density statistics 
Developing pair-counting estimator for the log-density correlation function 
Measuring the log-density correlation function from SDSS data 
 

Configuration-space perturbation theory 
Extending model to higher orders in LPT 
Modeling higher-order statistics in configuration space 
Including galaxy bias in model 

Fourier transform of I2 involves transforming terms like dij(~x)dmn(~x):

F [dij(~x)dmn(~x)] =
1
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3
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We take

~

k to be along the ẑ direction, and define x =

ˆ

k · ˆk1. We also have to symmetrize

over (i, j) $ (m,n). Finally, we get:
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Transforming r�

(1)
(~x) ·rI1(~x) involves terms like the following:
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After symmetrizing, the Fourier transform of r�

(1)
(~x) ·rI1(~x) is:
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All together the term transforms to:
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If we rewrite this to be in terms of
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k1 and
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k2 where
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k2, we get:
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3 Correlation Function

The ⇠(22) term in 2LPT is:

⇠(22)(~r) = h�(2)(~x)�(2)(~x+ ~r)i
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We compare this to ⇠(22) from the Zel’dovich approximation:
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Conclusions 
The BAO signal is a powerful tool for constraining Dark Energy 
equation-of-state parameters 
 
As survey precision improves, theoretical models of BAO 
systematics must improve to accurately constrain Dark Energy 
parameters 
 
Zel’dovich Model: 

Provides simpler higher-order corrections than Fourier-space equivalent 
Models nonlinear behavior of the correlation function 
Models redshift-space distortions in the nonlinear correlation function 
 

Application: Local density transformations 
Log (or Gaussianized) density field gives less-biased peak position and 
slightly higher signal-to-noise of peak detection 
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Thank you! 
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