
Alvarez (2009)
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W h a t  c a n  g a l a x i e s  t e l l  u s  a b o u t  
t h e  E p o c h  o f  R e i o n i z a t i o n ?
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Loeb (2006)
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B y  z > 6  q u a s a r  a b s o r p t i o n  f e a t u r e s  i n d i c a t e   
l a r g e  a m o u n t s  o f  n e u t r a l  h y d r o g e n  i n  t h e  I G M

2004; and SDSS J1044!0125, z ¼ 5:74, Djorgovski et al. [2001]
and Goodrich et al. [2001]) are broad absorption line (BAL)
quasars. In analyzing their spectra, we have excluded regions
that are affected by the Ly! and Ly" BAL features. Our optical
spectroscopy is usually adequate to detect Si iv BAL troughs.
However, at z # 6 the strongest C iv BAL troughs are redshifted
to kk 1 #m. Fewer than half of the objects in the sample have
adequate IR spectroscopic observations to detect the C iv BAL

feature. Note that the fraction of BAL quasars at z < 4 is #15%
in color-selected samples (e.g., Reichard et al. 2003).
Figure 1 shows strong redshift evolution of the transmission

of the IGM: transmitted flux is clearly detected in the spectra of
quasars at z < 6 and blueward of the Ly! emission line; the
absorption troughs deepen for the high-redshift quasars, and
complete GP absorption begins to appear along lines of sight at
z > 6:1. In this section we present detailed measurements of the

Fig. 1.—Spectra of our sample of 19 SDSS quasars at 5:74 < z < 6:42. Twelve of the spectra were takenwith Keck ESI, while the others were observed with theMMT
Red Channel and Kitt Peak 4 m MARS spectrographs. See Table 1 for detailed information.
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T h e  i o n i z a t i o n  s t a t e  o f  t h e  i n t e r g a l a c t i c  m e d i u m  
i s  a  b a l a n c e  b e t w e e n  i o n i z a t i o n s  a n d  r e c o m b i n a t i o n s

Fraction of ionized H

S t i a v e l l i + 0 4 ,  R o b e r t s o n + 1 5

we can measure this (but Mmin?)
number density of ionizing photonsṅ

ion

= f
esc

⇠
ion

⇢̇uv

ṅi

o

n

~ IGM clumpiness

dfhii
dt

=
ṅ
ion

hnhi
� fhii

t
rec

can we constrain these??



C o n s t r a i n i n g  t h e  r e i o n i z a t i o n  h i s t o r y  o f  t h e  u n i v e r s e   
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Fig. 12.— The fraction of ionized hydrogen as a function of
redshift, obtained by solving Equation (6) with our model lumi-
nosity density. We plot our results from integrating the model
UV LFs to two magnitude limits of M

ab

= �17 (green) and
M

ab

= �12 (purple), with 1� confidence regions as shaded re-
gions. We also plot constraints derived from observations
of: Ly↵ emission from galaxies (open circles, Ouchi et al.
2010; Pentericci et al. 2014; Tilvi et al. 2014; Faisst et al.
2014; Schenker et al. 2014); the Ly↵ forest (filled circles,
Fan et al. 2006); the clustering of Ly↵ emitting galax-
ies (square, Ouchi et al. 2010); GRB spectra damping
wings (diamond, McQuinn et al. 2008); dark gaps in the
Ly↵ forest (upper triangles, McGreer et al. 2015); quasar
near zones (star, Venemans et al. 2015); and quasar spec-
tra damping wings (lower triangle, Schroeder et al. 2013).
We also plot the Planck Collaboration et al. (2015) red-
shift of instantaneous reionization. We note that the con-
version from the Ly↵ escape fraction to the global ionized
hydrogen fraction is uncertain and relies on several model
assumptions (Mesinger et al. 2015).
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Fig. 13.— The electron scattering optical depth, calculated using
Equation (9) from our derived Q(z). We plot our results from
integrating the model UV LFs to two magnitude limits of M

ab

=
�17 (green) and M

ab

= �12 (purple), with 1� confidence regions
as shaded regions. We show the reionization optical depth value
and its 1� confidence levels from Planck Collaboration et al. (2015)
in grey.

photons to fully reionize the universe by z ⇠ 6 to
match observations of the Ly↵ forest (Fan et al.
2006). Both magnitude limits are broadly con-

sistent with a range of constraints from observa-
tions, within the reionization model uncertainty:
UV luminosity densities (Finkelstein et al. 2012)
for observable galaxies; quasar near zones (Ven-
emans et al. 2015); quasar spectra damping
wings (Schroeder et al. 2013); GRB spectra
damping wings (McQuinn et al. 2008); transmis-
sion (Fan et al. 2006) and dark gaps (McGreer
et al. 2015) in the Ly↵ forest; and the clustering
of Ly↵ emitting galaxies (Ouchi et al. 2010).

Qualitatively, the non-negligible neutral frac-
tion predicted by our model at z⇠> 7 is consis-
tent with the observed high optical depth of
Ly↵ (Ouchi et al. 2010; Treu et al. 2013; Penter-
icci et al. 2014; Schenker et al. 2014; Tilvi et al.
2014; Faisst et al. 2014, K. B. Schmidt et al. 2015,
ApJ submitted), however the conversion from the
Ly↵ emission fraction to the volume filling fac-
tor of ionized hydrogen is di�cult and requires
several assumptions (Mesinger et al. 2015). In
particular, to make constraints on reionization it
is generally assumed that there are no changes
in galaxy and the Ly↵ emission line properties,
which necessitates a rapid evolution of the global
ionization fraction between z ⇠ 6 and z ⇠ 7. How-
ever, recent studies have shown that the rapid
decline in the Ly↵ escape fraction at these red-
shifts cannot result only from the changing IGM
attenuation (Mesinger et al. 2015) but could also
be explained by the co-evolution of the escape
fraction of ionizing photons, fesc, (Dijkstra et al.
2014). Thus, the uncertainties in the ionization
fraction from the Ly↵ optical depth shown in our
plot are likely underestimated, since they do not
include these systematic e↵ects.

4. SUMMARY AND CONCLUSIONS

We have presented a simple model for the evolution of
the UV LF from 0⇠<z⇠< 16, assuming that the average
star formation history of galaxies is set by their halo mass
and by the redshift (through the halo assembly time), so
that halos of the same mass have the same stellar mass
content independent of redshift. Our model builds upon
previous similar implementations, but here we extended
our framework to construct a self-consistent model which
is capable of following the evolution of the star formation
even when the halo assembly times become very short (at
z⇠> 10).

Our key findings are as follow:

1. Our model UV luminosity functions are very suc-
cessful in matching observations at all redshifts
where data are available (0⇠< z⇠< 10). Overall, we
find that the shape of the LF is well described by a
Schechter function with faint-end slope increasing
with redshift. This trend continues at higher red-
shift, and we use the model to make predictions for
LFs at z > 10, finding a faint-end slope ↵ ⇠ �3.5
at z = 16.

2. Our model reproduces the observed cosmic SFR
density well, indicating a sharp decline at z > 8
with a magnitude limit of M

ab

= �17, consistent
with observed data at z ⇠ 10.
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fesc = 0.1 - 0.3 
C = 1 - 6 
log ξion ~ 25.2

detectable galaxies  
+ ultra-faint galaxies

redshift, z



Use galaxy spectral properties  
to constrain the IGM 

Forward modelling framework  
to connect Lyα observations  

to IGM state

What is the reionization 
history of the IGM?
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Understand galaxy 
population evolution 

during and before the EoR 

Model evolution to  
establish physical drivers

Are there enough ionizing 
photons from galaxies?



To  d e t e c t  t h e s e  h i g h - r e d s h i f t  g a l a x i e s  w e  e x p l o i t  t h e  I G M  
a n d  t h e  p r o p e r t i e s  o f  t h e i r  y o u n g  s t e l l a r  p o p u l a t i o n s

Schmidt+2014

           rest frame          912 Å   1216 Å    

observed frame         1 μm

HST 
filters 

Star forming galaxies are 
dominated by massive, hot 
O and B stars emitting in the UV 

Strong ‘Lyman-break’  
due to absorption by  
neutral H blueward of  
Lyman limit in ISM and IGM 

High redshift galaxies are 
selected as ‘dropouts’ in  
broad band photometry



S i n c e  t h e  i n s t a l l a t i o n  o f  W F C 3  o n  H S T  i n  2 0 0 9  t h e  s a m p l e  
o f  z > 6  g a l a x i e s  h a s  i n c r e a s e d  b y  t w o  o r d e r s  o f  m a g n i t u d e s

…  a n d  t h i n g s  w i l l  g e t  e v e n  b e t t e r  w i t h  J W S T  +  W F I R S T



R e s t - f r a m e  U V  l u m i n o s i t y  f u n c t i o n s  t r a c e   
s t a r- f o r m i n g  g a l a x i e s  o v e r  c o s m i c  t i m e

LF can be integrated to find 
the flux of ionizing photons 
available for reionization

28

Fig. 14.— The relative normalization φ∗ of the UV LF at var-
ious redshifts based on sources from the CANDELS-GN (open
red circles), CANDELS-GS (open blue squares), CANDELS-UDS
(open green triangles), CANDELS-COSMOS (magenta crosses),
CANDELS-EGS (open black pentagons), and BoRG/HIPPIES
(solid cyan square) fields versus redshift (§4.6). In deriving the
relative normalization φ∗ of the LF from the individual CANDELS
fields, we fix the characteristic magnitude M∗ and faint-end slope
α to the value derived based on our entire search area and fit for
φ∗. The plotted 1σ uncertainty estimates are calculated assuming
Poissonian uncertainties based on the number of sources in each
field and allowing for small (∼10%) systematic errors in the cal-
culated selection volumes field-to-field. Specific search fields show
a significantly higher surface density of candidate galaxies at spe-
cific redshifts than other search fields (e.g., the CANDELS-EGS
and CANDELS-GN fields show a higher surface density of z ∼ 7
candidates than the CANDELS-GS or CANDELS-UDS fields).

Fig. 15.— SWML determinations of the UV LFs at z ∼ 10
(magenta points and 1σ upper limits) compared to those at lower
redshifts (see caption to Figure 6). Also shown are our Schechter
fits to the z ∼ 10 LF (magenta line: see §4.6). The dotted magenta
line shows the LF we would expect extrapolating the z ∼ 4-8 LF
results to z ∼ 10 using the fitting formula we derive in §5.1. We
note a deficit of fainter (MUV,AB ! −19.5) z ∼ 10 candidates
relative to the predictions from the fitting formula we present in
§5.1, in agreement with the earlier findings of Oesch et al. (2012a)
and Oesch et al. (2013a).

set interesting constraints on the amplitude of the field-
to-field variations themselves. For simplicity, we assume
that we can capture all variations in the LF through a
change in its normalization φ∗, keeping the characteris-
tic magnitude M∗ and faint-end slope α for galaxies at
a given redshift fixed. The best-fit values for φ∗ we de-
rive for sources in each field relative to that found for all
fields is shown in Figure 14 for sources in all five samples
considered here. Bouwens et al. (2007) previously at-
tempted to quantify the differences in surface densities of
z ∼ 4, z ∼ 5, and z ∼ 6 sources over GOODS North and
GOODS South (see also Bouwens et al. 2006 and Oesch
et al. 2007). Uncertainties on the value of φ∗ in a field rel-
ative to the average of all search fields is calculated based
on the number of sources in each field assuming Poisso-
nian uncertainties, allowing for small (∼10%) systematic
errors in the calculated selection volumes field-to-field.
While the volume density of high-redshift candidates

in most wide-area fields does not differ greatly (typically
varying "20% field-to-field), there are still sizeable dif-
ferences present for select samples field-to-field. One of
the largest deviations from the cosmic average occurs
for z ∼ 7 galaxies over the EGS field where the volume
density appears to be almost double what it is over the
CANDELS-GS, COSMOS, or UDS fields, for example.
The CANDELS-GN also shows a similar excess at z ∼ 7
relative to these other fields (see also Finkelstein et al.
2013). The relative surface density of z ∼ 4, z ∼ 5, and
z ∼ 6 candidates over the CANDELS-GN and GS fields
are similar to what Bouwens et al. (2007) found previ-
ously (see Table B1 from that work), with the GS field
showing a slight excess in z ∼ 4 and z ∼ 6 candidates
relative to GN and the GN field showing an excess of
z ∼ 5 candidates.
Generally however, the observed field-to-field varia-

tions are well within the expected∼20% variations in vol-
ume densities for the large volumes probed in the present
high-redshift samples.

4.6. z ∼ 10 LF Results

We also took advantage of our large search areas to
set constraints on the UV LF at z ∼ 10. Only a small
number of z ∼ 10 candidates were found, but they still
provide, along with the upper limits, a valuable addi-
tion to the z ∼ 4-8. In doing so, we slightly update the
recent LF results of Oesch et al. (2014) to consider the
additional search area provided by the CANDELS-UDS,
CANDELS-COSMOS, and CANDELS-EGS fields.
Due to the fact that the majority of our search fields

contain zero z ∼ 10 candidates, we cannot use the bulk of
the present fields to constrain the shape of the LF, mak-
ing the SWML and STY fitting techniques less appropri-
ate. In such cases, it can be useful to simply derive the
UV LF assuming that the source counts are Poissonian-
distributed (given that field-to-field variations will be
smaller than the very large Poissonian uncertainties).
One then maximizes the likelihood of both the stepwise
and model LFs by comparing the observed surface den-
sity of z ∼ 10 candidates with the expected surface den-
sity of z ∼ 10 galaxies in the same way as we have done
before (e.g., Bouwens et al. 2008).
Figure 15 shows the constraints we derive on the step-

wise LF at z ∼ 10 based on the present searches (the
z ∼ 10 results are also provided in Table 5). A 1-mag

Bouwens+2015a
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SF efficiency ~ M /Mh 
fixed from calibration  

at one redshift via  
abundance matching

very weakly evolving  
(Behroozi+2013)

ε(Mh)  x 

W h a t  i s  t h e  s i m p l e s t  t h e o r e t i c a l  m o d e l   
t o  c o n n e c t  h a l o  g r o w t h  t o  s t a r  f o r m a t i o n ?

• minimal degrees of freedom 
• self-consistency over redshift

see also Tacchella+2013, Trenti+2010

SFR(Mh, z)  ~

assume gas follows DM 
from cosmology

(Planck ΛCDM + ellipsoidal collapse, 
Sheth+2001 Lacey & Cole 1993)

halo mass accretion rate(Mh, z)

Mason, Trenti & Treu (2015)



C a l i b r a t e  o u r  m o d e l  a t  z ~ 5  t o  f i n d  S F  e f f i c i e n c y  ε ( M h) ,   
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times ti and ti+1 as:

SFR(ti, ti+1, Mh) = Mh ⇥
"(Mh/2i)

2i(ti+1 � ti)
(1)

where we define t0 as the lookback time for a halo ob-
served at redshift zobs and ti>0 = ta(Mh/2i�1, zi�1),
where ta (za) is the halo assembly time (redshift). We
similarly define z0 = zobs and zi>0 = za(Mh/2i�1, zi�1).
We calculate the halo assembly time as defined by Lacey
& Cole (1993) in the extended Press-Schechter formal-
ism (Bond et al. 1991) using an ellipsoidal collapse
model (Sheth et al. 2001; Giocoli et al. 2007). We use the
median of the probability distribution of assembly times
for each halo. While this assumption does not take into
account variations in the luminosity of individual galax-
ies, there is a minimal e↵ect on the global LF from ne-
glecting scatter in halo assembly times, as demonstrated
by Tacchella et al. (2013).

We define the redshift-independent e�ciency of star
formation, "(Mh), as the ratio of the stellar mass formed
during the halo assembly time to the final halo mass.
Thus, to make predictions, we only need to calibrate
"(Mh) at one redshift (see Section 2.3 and Figure 1) and
can use the derived "(Mh) for all further predictions.

Figure 2 shows the star formation history of halos of
fixed final mass Mh = 1011 M� observed at z0 = 2, 6
and 10, calculated using the SFR in Equation (1). As
"(Mh) is redshift independent, these halos will also have
identical stellar masses at their observed redshifts. The
SFR shown in Figure 2 increases in each epoch as the halo
grows from Mh/64 to Mh, because "(Mh) decreases with
decreasing halo mass (for Mh . 1012 M�) more rapidly
than the shortening of the halo assembly times as the
lookback time grows. This behavior of our model is fully
consistent with strong evidence of rising star formation
histories with redshift from both numerical simulations
and observations (Finlator et al. 2011; Papovich et al.
2011; Behroozi et al. 2013b; Lee et al. 2014). Thus the
greatest contribution to the stellar mass is during the
halo assembly time as the halo grows from Mh/2 to Mh.
This figure also illustrates how the short halo assembly
times at high redshift require a considerably higher SFR
to form the same final stellar mass.

We include the contribution from star formation in suc-
cessively smaller halo progenitors by summing the terms
from Equation (1). The sum is truncated when the pro-
genitor halo mass is below the cooling threshold, i.e.
"(Mh⇠< 108M�) = 0.

Thus we can derive the stellar mass as:

M?(Mh) = Mh ⇥
i=1X

i=0

"(Mh/2i)
2i

(2)

which is redshift independent.
To compute the UV luminosity of a halo we populate

every halo with a galaxy with a stellar population based
on the simple stellar population (SSP) models of Bruzual
& Charlot (2003). We assume a Salpeter initial mass
function (IMF) between 0.1M� and 100M�, as low mass
stars do not contribute much to UV luminosity, and con-
stant stellar metallicity Z = 0.02Z�. We neglect redshift
evolution in metallicity as the UV luminosity does not
depend strongly on metallicity. We define `

bc

(t) as the
luminosity at 1500 Å of an SSP of mass 1M� and age t.

10 11 12 13
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Fig. 1.— The e�ciency of star formation, the ratio of stel-
lar mass formed during the halo assembly time to halo mass, see
Equation (2), derived at the calibration redshift z ⇠ 5, as described
in Section 2.3. The shaded region shows 1� confidence regions.
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Fig. 2.— The star formation history, as described by Equation (1)
in our model, of a halo of fixed mass 1011 M�, if observed at
z0 = 2, z0 = 6 or z0 = 10. We label the halo assembly time for
the z0 = 2 halo and the mass of the halo progenitor at the start of
each constant star formation epoch.

The total UV luminosity of a galaxy observed at redshift
z is obtained by integrating over the SFR (Equation (1))
and SSP luminosity in each epoch of star formation:

L(Mh, z) =
i=1X

i=0

Z ti+1

ti

SFR(ti, ti+1, Mh)`
bc

(t)dt (3)

Where ti are the halo assembly times for the half-mass
progenitors defined above.

2.2. Dust extinction
The observed UV luminosity is significantly attenua-

tion by dust extinction, particularly at z⇠< 4. Thus, we
include dust extinction in our model, following closely
the procedure adopted in observations of Lyman-break
galaxies. We assume a spectrum modeled as f� ⇠ �� ,
and extinction A

uv

= 4.43 + 1.99� (Meurer et al. 1999).
Following Trenti et al. (2015) and Tacchella et al. (2013)

peak ~ 1012 M⦿ 
where LF matches HMF, 
SF is most efficient here

We assume ε(Mh) is  
redshift independent 

but SFR is redshift dependent through ta
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lack of evolution in SMHM (observations - Harikane+17 ‘fundamental relation’;  
sim - FIRE Hopkins+, DRAGONS Wyithe+) though cf Finkelstein+15 
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Smoothly rising SFHs 
(Finlator+2011, 
Papovich+2011; 
Behroozi+2013b;  
Lee+2014) 

Star formation is 
rapid at high redshift
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o b s e r v e d  L F s  o v e r  1 3  G y r  o f  c o s m i c  t i m e !

Mason+2015b

The galaxy LF before reionization 7

�22 �20 �18 �16
MUV

10�8

10�7

10�6

10�5

10�4

10�3

10�2

10�1

�
(M

)
M

p
c�

3

This Work

Finkelstein et al. (2015)
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Fig. 8.— Predicted UV LFs at high redshift. We show
the LFs using the calibration (see Section 2.3) at z ⇠ 5
from Bouwens et al. (2015b), with Planck 2015 cosmol-
ogy (Planck Collaboration et al. 2015). Points show the
binned UV and upper limits LFs from Oesch et al. (2013b,
2014); Finkelstein et al. (2015b); Bouwens et al. (2015b,a).
Shaded regions show the 1� confidence range.
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Fig. 9.— Predicted LFs at redshifts z ⇠ 2, 5, 10, 16 ob-
tained by calibrating (see Section 2.3) our model with
the Finkelstein et al. (2015b) LF at z ⇠ 5 (F15, dashed),
compared to our reference calibration using the Bouwens
et al. (2015b) LF at z ⇠ 5 (B15, solid). Shaded regions
show the 1� confidence range, highlighting that within the
uncertainty of the calibrations, the two approaches yield
consistent results.

of 4 pointings (⇠ 40 arcmin2) exposed in 200 hours per
pointing; a medium-deep (MD) survey of 40 pointings
exposed in 20 hours per pointing; and a wide-field (WF)
survey of 400 pointings exposed in 2 hours per pointing.
We assume that the surveys will split the observing time
so as to reach equal depth in all five filters, and estimate
the limiting magnitude for an 8� detection (in a single
filter) using the JWST Exposure Time Calculator. We
also include the e↵ects of gravitational lensing magni-
fication bias from strong lensing in blank fields, which
is expected to distort the brightest end of high-redshift
LFs (Mason et al. 2015; Wyithe et al. 2011).

In Figure 11 we plot the predicted cumulative number
counts for redshifts 8  z  16 and the regions acces-
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Fig. 10.— Luminosity density (⇢L) and cosmic SFR density (⇢̇?)
as functions of redshift, derived by integrating the model UV LFs to
magnitude limits of M

ab

= �17 (green lines) and M
ab

= �12 (pur-
ple lines). The dust corrected SFR densities for the two magnitude
limits are shown as solid lines, dust uncorrected SFR densities are
shown as dashed lines. The observed SFR densities from Bouwens
et al. (2015b) are shown in black (dust corrected) and grey (dust
uncorrected). Shaded regions show the 1� confidence range.

sible to these mock JWST surveys, as well as the re-
gion accessible to WFIRST High-Latitude Survey (HLS,
Spergel et al. 2015). The estimated number of dropouts
are given in Table 2.

Our model predicts a significant drop in number den-
sity from z ⇠ 8 to z ⇠ 10 compared to lower red-
shifts (which is also seen in the observations, Bouwens
et al. 2015b,a). The drop continues to high redshift, thus
we find that no z ⇠ 16 galaxies would be detected in our
mock JWST surveys. To detect 1 galaxy at z ⇠ 16
in our UD survey would require ⇠ 40 pointings (⇠ 400
arcmin2). We find that magnification bias in blank fields
does not significantly a↵ect our model even at the bright-
est observable magnitudes at z > 10. The magnification
bias e↵ect is only noticeable in the exponential part of
the LF, which is within reach only at z 8, but too weak
otherwise for power laws with slope in the range -2 to -3.5
(it is exactly neutral for faint end slope ↵ = �2). Mason
et al. (2015) showed the lensing e↵ect was most signif-
icant for a Schechter function LF at high redshift (see
also Barone-Nugent et al. 2015). Thus we expect that
without significant strong lensing, i.e. using galaxy clus-
ters as cosmic telescopes (e.g. the Hubble Frontier Fields
Yue et al. 2014; Ishigaki et al. 2015; Coe et al. 2015; Atek
et al. 2015), z > 15 is beyond the reach of JWST.

3.4. Implications for reionization
The timeline of cosmic reionization depends on the bal-

ance between the recombination of free electrons with
protons to form neutral hydrogen atoms, and the ion-
ization of hydrogen atoms by Lyman continuum photons
emitted by young stars. The UV luminosity density (and
therefore, SFR density) at a given redshift allows us to
calculate the number of photons available for reioniza-
tion, and is most sensitive to the faint end of the LF. We
can use this to infer the timeline of reionization by calcu-
lating the ionized hydrogen fraction, Q(z), as a function
of redshift given the following time-dependent di↵erential

The best-fit Schechter (1976) function parameters for our
LFs are shown in Table 1. The best-fit parameters are in good
agreement with observations (Oesch et al. 2010; Schmidt et al.
2014; Bouwens et al. 2015a; Bowler et al. 2015; Finkelstein
et al. 2015a) given the large degeneracies in Schechter
function parameters. Encouragingly, we find the evolution of
the derived Schechter parameters is in excellent agreement
with the observed evolution (Bouwens et al. 2015a;
Bowler et al. 2015): we find d dz 0.1,a ~ - dM dz 0.1,* ~
and d dzlog 0.3( )*F ~ - between z ∼ 4 and z ∼ 8. We
find the evolution of α and Φ* between z ∼ 8 and z ∼ 16
to be more dramatic: d dz 0.2,a ~ - dM dz 0.1,* ~ and
d dzlog 0.5,( )*F ~ - consistent with the rapid evolution of
∼1010 Me halos in the DM HMF at these redshifts.
Figure 10 shows the luminosity density and cosmic SFR

density as a function of redshift. We calculate the luminosity
density by integrating our model LFs down to a magnitude
limit. We choose two fiducial limits of M 17lim = - (just fainter
than current observational limits) and Mlim = –12 (the
theoretical mass limit for halos to cool). We calculate the
SFR density, �̇r using the empirical relation from Madau et al.

Figure 7. Predicted UV LFs at low (upper) and intermediate (lower) redshift.
We show the LFs using the calibration (see Section 2.3) at z ∼ 5 from Bouwens
et al. (2015a), with Planck 2015 cosmology (Planck Collaboration et al. 2015),
with Planck 2015 cosmology (Planck Collaboration et al. 2015). Points show
the binned UV LFs and upper limits from Arnouts et al. (2005), Alavi et al.
(2014), Oesch et al. (2010), Bouwens et al. (2015a), Finkelstein et al. (2015a),
Bowler et al. (2015), Atek et al. (2015a). We note that the data from Atek et al.
(2015a) were made public after our model was submitted and illustrates the
consistency of our model with observations even at very low luminosity.
Shaded regions show the 1σ confidence range.

Figure 8. Predicted UV LFs at high redshift. We show the LFs using the
calibration (see Section 2.3) at z ∼ 5 from Bouwens et al. (2015a), with Planck
2015 cosmology (Planck Collaboration et al. 2015). Points show the binned
UV and upper limits LFs from Oesch et al. (2013a, 2014), Finkelstein et al.
(2015a), Bouwens et al. (2015a, 2015b). Shaded regions show the 1σ
confidence range.

Figure 9. Predicted LFs at redshifts z ∼ 2, 5, 10, 16 obtained by calibrating
(see Section 2.3) our model with the Finkelstein et al. (2015a) LF at z ∼ 5 (F15,
dashed), compared to our reference calibration using the Bouwens et al.
(2015a) LF at z ∼ 5 (B15, solid). Shaded regions show the 1σ confidence
range, highlighting that within the uncertainty of the calibrations, the two
approaches yield consistent results.

Table 1
Best-fit Schechter Parameters for Model LFs

Redshift α M* log(Φ* [mag−1 Mpc−3])

z ∼ 0 −1.68 ± 0.09 −19.9 ± 0.1 2.97 0.08
0.07- +

-

z ∼ 2 −1.46 ± 0.09 −20.3 ± 0.1 2.52 0.09
0.07- +

-

z ∼ 4 −1.64 ± 0.11 −21.2 ± 0.2 2.93 0.19
0.13- +

-

z ∼ 5 −1.75 ± 0.13 −21.2 ± 0.2 3.12 0.24
0.15- +

-

z ∼ 6 −1.83 ± 0.15 −20.9 ± 0.2 3.19 0.25
0.16- +

-

z ∼ 7 −1.95 ± 0.17 −21.0 ± 0.2 3.48 0.32
0.18- +

-

z ∼ 8 −2.10 ± 0.20 −21.3 ± 0.4 4.03 0.72
0.26- +

-

z ∼ 9 −2.26 ± 0.22 −21.2 ± 0.4 4.50 1.36
0.29- +

-

z ∼ 10 −2.47 ± 0.26 −21.1 ± 0.5 −5.12 ± 0.34
z ∼ 12 −2.74 ± 0.30 −21.0 ± 0.5 −5.94 ± 0.38
z ∼ 14 −3.11 ± 0.38 −20.9 ± 0.5 −7.05 ± 0.45
z ∼ 16 −3.51 ± 0.46 −20.7 ± 0.6 −8.25 ± 0.51

Note. Fit is performed between M 17.5AB = - and M 22.5AB = -
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Fig. 12.— The fraction of ionized hydrogen as a function of
redshift, obtained by solving Equation (6) with our model lumi-
nosity density. We plot our results from integrating the model
UV LFs to two magnitude limits of M

ab

= �17 (green) and
M

ab

= �12 (purple), with 1� confidence regions as shaded re-
gions. We also plot constraints derived from observations
of: Ly↵ emission from galaxies (open circles, Ouchi et al.
2010; Pentericci et al. 2014; Tilvi et al. 2014; Faisst et al.
2014; Schenker et al. 2014); the Ly↵ forest (filled circles,
Fan et al. 2006); the clustering of Ly↵ emitting galax-
ies (square, Ouchi et al. 2010); GRB spectra damping
wings (diamond, McQuinn et al. 2008); dark gaps in the
Ly↵ forest (upper triangles, McGreer et al. 2015); quasar
near zones (star, Venemans et al. 2015); and quasar spec-
tra damping wings (lower triangle, Schroeder et al. 2013).
We also plot the Planck Collaboration et al. (2015) red-
shift of instantaneous reionization. We note that the con-
version from the Ly↵ escape fraction to the global ionized
hydrogen fraction is uncertain and relies on several model
assumptions (Mesinger et al. 2015).
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Fig. 13.— The electron scattering optical depth, calculated using
Equation (9) from our derived Q(z). We plot our results from
integrating the model UV LFs to two magnitude limits of M

ab

=
�17 (green) and M

ab

= �12 (purple), with 1� confidence regions
as shaded regions. We show the reionization optical depth value
and its 1� confidence levels from Planck Collaboration et al. (2015)
in grey.

photons to fully reionize the universe by z ⇠ 6 to
match observations of the Ly↵ forest (Fan et al.
2006). Both magnitude limits are broadly con-

sistent with a range of constraints from observa-
tions, within the reionization model uncertainty:
UV luminosity densities (Finkelstein et al. 2012)
for observable galaxies; quasar near zones (Ven-
emans et al. 2015); quasar spectra damping
wings (Schroeder et al. 2013); GRB spectra
damping wings (McQuinn et al. 2008); transmis-
sion (Fan et al. 2006) and dark gaps (McGreer
et al. 2015) in the Ly↵ forest; and the clustering
of Ly↵ emitting galaxies (Ouchi et al. 2010).

Qualitatively, the non-negligible neutral frac-
tion predicted by our model at z⇠> 7 is consis-
tent with the observed high optical depth of
Ly↵ (Ouchi et al. 2010; Treu et al. 2013; Penter-
icci et al. 2014; Schenker et al. 2014; Tilvi et al.
2014; Faisst et al. 2014, K. B. Schmidt et al. 2015,
ApJ submitted), however the conversion from the
Ly↵ emission fraction to the volume filling fac-
tor of ionized hydrogen is di�cult and requires
several assumptions (Mesinger et al. 2015). In
particular, to make constraints on reionization it
is generally assumed that there are no changes
in galaxy and the Ly↵ emission line properties,
which necessitates a rapid evolution of the global
ionization fraction between z ⇠ 6 and z ⇠ 7. How-
ever, recent studies have shown that the rapid
decline in the Ly↵ escape fraction at these red-
shifts cannot result only from the changing IGM
attenuation (Mesinger et al. 2015) but could also
be explained by the co-evolution of the escape
fraction of ionizing photons, fesc, (Dijkstra et al.
2014). Thus, the uncertainties in the ionization
fraction from the Ly↵ optical depth shown in our
plot are likely underestimated, since they do not
include these systematic e↵ects.

4. SUMMARY AND CONCLUSIONS

We have presented a simple model for the evolution of
the UV LF from 0⇠<z⇠< 16, assuming that the average
star formation history of galaxies is set by their halo mass
and by the redshift (through the halo assembly time), so
that halos of the same mass have the same stellar mass
content independent of redshift. Our model builds upon
previous similar implementations, but here we extended
our framework to construct a self-consistent model which
is capable of following the evolution of the star formation
even when the halo assembly times become very short (at
z⇠> 10).

Our key findings are as follow:

1. Our model UV luminosity functions are very suc-
cessful in matching observations at all redshifts
where data are available (0⇠< z⇠< 10). Overall, we
find that the shape of the LF is well described by a
Schechter function with faint-end slope increasing
with redshift. This trend continues at higher red-
shift, and we use the model to make predictions for
LFs at z > 10, finding a faint-end slope ↵ ⇠ �3.5
at z = 16.

2. Our model reproduces the observed cosmic SFR
density well, indicating a sharp decline at z > 8
with a magnitude limit of M

ab

= �17, consistent
with observed data at z ⇠ 10.
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Figure 4. The black solid line in top panel shows the Lyα absorption cross section, σα (x), at a gas temperature of T = 104 K as given by the Voigt
function (Equation (15)). This Figure shows that the absorption cross section is described accurately by a Gaussian profile (red dashed line) in the ‘core’
at |x| < xcrit ∼ 3.2 (or |#v| < 40 km s−1), and by a Lorentzian profile in the ‘wing’ of the line (blue dotted line). The Voigt profile is only an approximate
description of the real absorption profile. Another approximation includes the ‘Rayleigh’ approximation (grey solid line, see text). The green dotted line
shows the absorption profile resulting from a full quantum mechanical calculation (Lee 2013). The different cross sections are compared in the lower panel,
which highlights that the main differences arise only far in the wings of the line.

‘redistribution functions’12 can be found in e.g. Lee (1974,
also see Unno 1952, Hummer 1962). Redistribution func-
tions that describe partially coherent scattering have been
referred to as ‘type-II’ redistribution functions (where type-I
would refer to completely incoherent scattering).

Figure 5 shows examples of type-II redistribution func-
tions, R(xout, xin), as a function of xout for xin = 0, 1, ... (this
Figure was kindly provided by Max Gronke). This Figure
shows that (i) R(xout, xin) varies rapidly with xin, and (ii) for
|xin| ≫ 3 the probability of being scattered back to xout = 0
becomes vanishingly small. Before we discuss why this latter
property of the redistribution function has important implica-
tions for the scattering process, we first explain that its origin
is related to ‘resonant’ vs ‘wing’ scattering.

Figure 6 shows the PDF of the frequency of a photon, in
the atoms frame (xat), for two incoming frequency xin = 3.3
(black solid line, here labelled as x) and xin = −5.0 (red
dashed line). The black solid line peaks at xat = 0. That
is, the photon with xin = 3.3 is most likely scattered by an
atom to which the photon appears exactly at line centre.
That is, the scattering atom must have velocity component
parallel to the incoming photon that is ∼ 3.3 times vth. This
requires the atom to be on the Maxwellian tail of the velocity

12It is worth pointing out that these redistribution functions are averaged
over the direction in which the outgoing photon is emitted, i.e.

R(xout, xin) = 1
4π

∫ 1

−1
dµ P(µ)R(xout, xin, µ), (19)

where P(µ) denotes the ‘phase function’, and P(µ)dµ/[4π ] describes
the probability that µ = kout · kin lies in the range µ ± dµ/2. We stress
that the redistribution functions depend strongly on outgoing direction.
Expressions for R(xout, xin, µ) can be found in Dijkstra & Kramer (2012).
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Figure 5. This Figure (Credit: Figure kindly provided by Max Gronke)
shows examples of redistribution functions - the PDF of the frequency of
the photon after scattering (xout, here labelled as x’), given its frequency
before scattering (xin, here labelled as x) - for partially coherent scattering.
We show cases for xin = 0, 1, 2, 3, 4. The plot shows that photons in the
wing (e.g. at xin = 5) are unlikely to be scattered back into the core in a
single scattering event.

distribution. Despite the smaller number of atoms that can
meet this requirement, there are still enough to dominate
the scattering process. However, when xin = −5.0 the same
process would require atoms that lie even further on the
Maxwellian tail. These atoms are too rare to contribute to
scattering. Instead, the photon at xin = −5.0 is scattered by
the more numerous atoms with speeds close to vth. In the

PASA, 31, e040 (2014)
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Figure 4. The black solid line in top panel shows the Lyα absorption cross section, σα (x), at a gas temperature of T = 104 K as given by the Voigt
function (Equation (15)). This Figure shows that the absorption cross section is described accurately by a Gaussian profile (red dashed line) in the ‘core’
at |x| < xcrit ∼ 3.2 (or |#v| < 40 km s−1), and by a Lorentzian profile in the ‘wing’ of the line (blue dotted line). The Voigt profile is only an approximate
description of the real absorption profile. Another approximation includes the ‘Rayleigh’ approximation (grey solid line, see text). The green dotted line
shows the absorption profile resulting from a full quantum mechanical calculation (Lee 2013). The different cross sections are compared in the lower panel,
which highlights that the main differences arise only far in the wings of the line.

‘redistribution functions’12 can be found in e.g. Lee (1974,
also see Unno 1952, Hummer 1962). Redistribution func-
tions that describe partially coherent scattering have been
referred to as ‘type-II’ redistribution functions (where type-I
would refer to completely incoherent scattering).

Figure 5 shows examples of type-II redistribution func-
tions, R(xout, xin), as a function of xout for xin = 0, 1, ... (this
Figure was kindly provided by Max Gronke). This Figure
shows that (i) R(xout, xin) varies rapidly with xin, and (ii) for
|xin| ≫ 3 the probability of being scattered back to xout = 0
becomes vanishingly small. Before we discuss why this latter
property of the redistribution function has important implica-
tions for the scattering process, we first explain that its origin
is related to ‘resonant’ vs ‘wing’ scattering.

Figure 6 shows the PDF of the frequency of a photon, in
the atoms frame (xat), for two incoming frequency xin = 3.3
(black solid line, here labelled as x) and xin = −5.0 (red
dashed line). The black solid line peaks at xat = 0. That
is, the photon with xin = 3.3 is most likely scattered by an
atom to which the photon appears exactly at line centre.
That is, the scattering atom must have velocity component
parallel to the incoming photon that is ∼ 3.3 times vth. This
requires the atom to be on the Maxwellian tail of the velocity

12It is worth pointing out that these redistribution functions are averaged
over the direction in which the outgoing photon is emitted, i.e.

R(xout, xin) = 1
4π

∫ 1

−1
dµ P(µ)R(xout, xin, µ), (19)

where P(µ) denotes the ‘phase function’, and P(µ)dµ/[4π ] describes
the probability that µ = kout · kin lies in the range µ ± dµ/2. We stress
that the redistribution functions depend strongly on outgoing direction.
Expressions for R(xout, xin, µ) can be found in Dijkstra & Kramer (2012).
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We show cases for xin = 0, 1, 2, 3, 4. The plot shows that photons in the
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distribution. Despite the smaller number of atoms that can
meet this requirement, there are still enough to dominate
the scattering process. However, when xin = −5.0 the same
process would require atoms that lie even further on the
Maxwellian tail. These atoms are too rare to contribute to
scattering. Instead, the photon at xin = −5.0 is scattered by
the more numerous atoms with speeds close to vth. In the
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Fig. 9.— The fraction of Lyman break galaxies that display Lyα in emission at an EW ≥ 25 Å, plotted as a function of redshift. The
values at z = 7 and 8 reflect differential measurements with the data at z = 6, as described in the text. Thus, these data points and errors
are simply the convolution of the xLyα PDF at z = 6 and the transmission fraction PDF at z = 7 and 8.
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R e a l i s t i c a l l y  m o d e l l i n g  r e i o n i z a t i o n   
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imprint on the Lyα line. A strong evolution in the Lyα fraction
would therefore require a very substantial change in the filling
factor of ionized regions, QH II, over the same brief interval: z ≈ 6
→ 7 (e.g. McQuinn et al. 2007; Mesinger & Furlanetto 2008b;
Dijkstra, Mesinger & Wyithe 2011; Jensen et al. 2013). Alternately,
if the photoionizing background drops rapidly beyond z ! 6, the
increasing abundance of self-shielded systems inside the ionized
IGM can imprint a similar signature (Bolton & Haehnelt 2013).
Yet another possibility to explain a drop in the Lyα fraction is
an evolution of the intrinsic galaxy properties themselves, such as
wind characteristics and the escape fraction of ionizing photons,
fesc (Dijkstra et al. 2014). Alternately, a joint evolution in the IGM
and/or galaxy properties could ease tension with observations.

Here, we develop the most comprehensive model of IGM absorp-
tion to date, including the impact of both (i) the large-scale (hun-
dreds of cMpc; e.g. Iliev et al. 2014) reionization morphology; and
(ii) ∼kpc scale (e.g. Schaye 2001) self-shielded systems. We make
use of well-tested seminumerical simulations to model reionization
morphology. Our reionization simulations include sub-grid mod-
elling of UV photoheating feedback and recombinations, shown to
significantly decrease the size of cosmic H II regions (Sobacchi &
Mesinger 2014). We complement these with moderate-scale (tens
of cMpc) hydrodynamic simulations of the ionized IGM, resolv-
ing the relevant self-shielded systems. With this tiered approach,
we show how the redshift evolution in the z ! 6 Lyα fraction can

constrain both the filling factor of ionized regions as well as the
photoionizing background.

This paper is organized as follows. In Section 2, we present our
model for IGM absorption, sourced by both patchy reionization
(Section 2.1) and self-shielded systems (Section 2.2). In Section 3,
we present our results on the evolution of the IGM transmission and
the Lyα fraction from z ≈ 6 → 7. Finally, we conclude in Section 4.

Unless stated otherwise, we quote all quantities in comoving
units. We adopt the background cosmological parameters: ("#, "M,
"b, n, σ 8, H0) = (0.68, 0.32, 0.049, 0.96, 0.83, 67 km s−1 Mpc−1),
consistent with recent results from the Planck mission (Planck Col-
laboration XVI 2013).

2 MO D EL

Because of the difficulties mentioned above, we model the total
Lyα opacity using a tiered approach, illustrated in Fig. 1. We sim-
ulate the morphology of reionization on large scales (hundreds of
Mpc), using a seminumeric simulation. The reionization simulation
is used to compute the damping wing opacities from the large-scale
distribution of cosmic neutral patches, for a given value of the H II

volume filling factor, QH II. We complement the reionization simula-
tion with a moderate-scale (tens of Mpc) hydrodynamic simulation,
capable of resolving self-shielding gas clumps in the cosmic ionized
patches of the IGM surrounding high-z galaxies. The hydrodynamic

Figure 1. Schematic showing the various components of our model. From left to right we show: (i) a 0.75 Mpc thick slice through our large-scale reionization
simulation at QH II ∼ 0.5, with cosmic H II (H I) patches shown in white (black) (Sobacchi & Mesinger 2014); (ii) a 21 kpc slice through our hydro simulation
of the residual H I inside the cosmic H II patches surrounding high-z galaxies; (iii) the Lyα line emerging from a galaxy including RT through local outflows.
(i) and (ii) are used in this work, while (iii) is taken from Dijkstra et al. (2011). Relative scales are approximate.
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EoR Inference from Ly↵ 7

distant from the cosmic H i patches which produce the
damping wing absorption during the EoR.
For a given sightline, the final fraction of Ly↵ photons

emitted by a galaxy in a halo with mass M
h

which are
transmitted through the IGM, Tigm, is given by:

Tigm(xHi, Mh

,�v) =

Z 1

0

dv J
↵

(�v, M
h

, v)e�⌧igm(xHi,Mh,v)

(6)
where�v is the velocity o↵set of the Ly↵ line center from
the systemic redshift of the source galaxy (which depends
on the galaxy’s ISM, as described in Section 2.1) and
J
↵

(�v, M
h

, v) is the line profile of Ly↵ photons escaping
from the galaxy as function of velocity v.
As any photons emitted bluer than the halo circular ve-

locity will be resonantly absorbed by intervening neutral
hydrogen (Gunn & Peterson 1965; Dijkstra et al. 2007;
Zheng et al. 2010; Laursen et al. 2011; Schroeder et al.
2013), J

↵

is described as:

J
↵

(�v, M
h

, v) /

8
<

:
1p

2⇡�↵
e
� (v��v)2

2�2
↵ if v � vcirc(Mh

)

0 otherwise

(7)
If J

↵

is normalized this leads to Tigm
,6 = 1 as we assume

⌧d = 0 at z ⇠ 6. Compared to the intrinsic emitted line
Tigm

,6 can be very low (Dijkstra et al. 2007; Zheng et al.
2010; Laursen et al. 2011). For ease of notation we refer
to the di↵erential transmission at z ⇠ 7, i.e. Tigm

,7/Tigm
,6

as Tigm.
Example intrinsic and transmitted emission lines

are plotted in Figure 1. Sightline median values of
Tigm(xHi,�v) at fixed halo mass are plotted in Figure 5.
As expected, as the neutral fraction increases the trans-
mission fraction of Ly↵ decreases smoothly. Whilst at
low neutral fractions the velocity o↵set of Ly↵ has little
impact, in a predominantly neutral universe, (xHi ⇠> 0.6)
lines are more easily transmitted if they were emitted at
high velocity o↵set.
In Figure 6 we plot probability distribution functions

for Tigm for three di↵erent values of Muv, where we have
transformed from halo mass to Muv using the Mason
et al. (2015) LF model as above and drawn �v values for
halos using the distribution in Equation 2. The transmis-
sion distributions evolve smoothly with neutral fraction
and UV magnitude. Transmission of Ly↵ evolves more
slowly for the brightest galaxies, due to a combination of
their increased velocity o↵sets and their locations in the
most overdense regions, far from the cosmic H i regions
which cause the damping wing absorption.
Galaxies in high mass halos (M

h

> 1012M�, corre-
sponding to approximately Muv < �22) require special
attention. First, they are rare and lines of sights to such
objects in the simulations are not well-sampled leading to
large statistical errors. Second, the correlation between
Muv and M

h

is particularly uncertain in this regime.
Third, such bright galaxies have been observed to buck
the trend in the declining Ly↵ emission fraction at z ⇠> 7
at z > 7.5 (Curtis-Lake et al. 2012; Stark et al. 2017).
For these reasons, they require special attention, espe-
cially because they are prime targets for detailed spec-
troscopic follow-up. Since they are intrinsically rare, they
would contribute negligibly to the analysis presented in

Fig. 4.— Median Ly↵ IGM damping wing optical depths due
to cosmic H i patches during reionization as a function of velocity
o↵set from the center of the source halos. We plot optical depths
for 5 di↵erent mass halos (indicated by tone of the line - where
darkest lines are the highest mass halos) and for 4 volume-averaged
neutral fractions xHi (indicated by color). We plot the median
optical depth for each halo from the 1000s of simulated sightlines.
For xHi = 0.36 we plot the 1� confidence region for the optical
depths from all the sightlines to the log10 Mh = 10.2 halos as a
shaded area, showing the large variation across sightlines.
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Fig. 5.— Median fraction of Ly↵ photons transmitted through
the IGM, Tigm, as a function of xHi and �v computed with Equa-
tion 6 from ⇠5000 sightlines to halos with mass 1010M�, assuming
Tigm,6 = 1. Contours show transmission fractions of 25%, 50% and
75%. In a predominantly neutral universe Ly↵ photons have higher
probability of escape through predominately ionized IGM and if
emitted at high velocity o↵sets from their originating galaxies.

this paper. Thus, we leave their analysis for future work
(Mason et al. 2017, in prep) and exclude them from the
sample considered here.

T =
EW
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imprint on the Lyα line. A strong evolution in the Lyα fraction
would therefore require a very substantial change in the filling
factor of ionized regions, QH II, over the same brief interval: z ≈ 6
→ 7 (e.g. McQuinn et al. 2007; Mesinger & Furlanetto 2008b;
Dijkstra, Mesinger & Wyithe 2011; Jensen et al. 2013). Alternately,
if the photoionizing background drops rapidly beyond z ! 6, the
increasing abundance of self-shielded systems inside the ionized
IGM can imprint a similar signature (Bolton & Haehnelt 2013).
Yet another possibility to explain a drop in the Lyα fraction is
an evolution of the intrinsic galaxy properties themselves, such as
wind characteristics and the escape fraction of ionizing photons,
fesc (Dijkstra et al. 2014). Alternately, a joint evolution in the IGM
and/or galaxy properties could ease tension with observations.

Here, we develop the most comprehensive model of IGM absorp-
tion to date, including the impact of both (i) the large-scale (hun-
dreds of cMpc; e.g. Iliev et al. 2014) reionization morphology; and
(ii) ∼kpc scale (e.g. Schaye 2001) self-shielded systems. We make
use of well-tested seminumerical simulations to model reionization
morphology. Our reionization simulations include sub-grid mod-
elling of UV photoheating feedback and recombinations, shown to
significantly decrease the size of cosmic H II regions (Sobacchi &
Mesinger 2014). We complement these with moderate-scale (tens
of cMpc) hydrodynamic simulations of the ionized IGM, resolv-
ing the relevant self-shielded systems. With this tiered approach,
we show how the redshift evolution in the z ! 6 Lyα fraction can

constrain both the filling factor of ionized regions as well as the
photoionizing background.

This paper is organized as follows. In Section 2, we present our
model for IGM absorption, sourced by both patchy reionization
(Section 2.1) and self-shielded systems (Section 2.2). In Section 3,
we present our results on the evolution of the IGM transmission and
the Lyα fraction from z ≈ 6 → 7. Finally, we conclude in Section 4.

Unless stated otherwise, we quote all quantities in comoving
units. We adopt the background cosmological parameters: ("#, "M,
"b, n, σ 8, H0) = (0.68, 0.32, 0.049, 0.96, 0.83, 67 km s−1 Mpc−1),
consistent with recent results from the Planck mission (Planck Col-
laboration XVI 2013).

2 MO D EL

Because of the difficulties mentioned above, we model the total
Lyα opacity using a tiered approach, illustrated in Fig. 1. We sim-
ulate the morphology of reionization on large scales (hundreds of
Mpc), using a seminumeric simulation. The reionization simulation
is used to compute the damping wing opacities from the large-scale
distribution of cosmic neutral patches, for a given value of the H II

volume filling factor, QH II. We complement the reionization simula-
tion with a moderate-scale (tens of Mpc) hydrodynamic simulation,
capable of resolving self-shielding gas clumps in the cosmic ionized
patches of the IGM surrounding high-z galaxies. The hydrodynamic

Figure 1. Schematic showing the various components of our model. From left to right we show: (i) a 0.75 Mpc thick slice through our large-scale reionization
simulation at QH II ∼ 0.5, with cosmic H II (H I) patches shown in white (black) (Sobacchi & Mesinger 2014); (ii) a 21 kpc slice through our hydro simulation
of the residual H I inside the cosmic H II patches surrounding high-z galaxies; (iii) the Lyα line emerging from a galaxy including RT through local outflows.
(i) and (ii) are used in this work, while (iii) is taken from Dijkstra et al. (2011). Relative scales are approximate.
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Fig. 3.— z ⇠ 6 Ly↵ equivalent width distributions for Lyman
Break galaxies given by Equation 4. The dotted lines show the true
distribution, the solid lines show the PDFs convolved with a 5Å
typical measurement error on W . We plot the PDFs for two values
of UV magnitude: Muv = �18.5,�21.5 (blue, orange). UV faint
objects tend to have higher EW and a higher duty cycle of Ly↵
emission, whereas UV bright galaxies are less likely to emit Ly↵ and
have lower EWs. We also plot the observed EW from De Barros et
al. (2017, in press) and Pentericci et al. (2017, in preparation) in
UV bright (orange) and UV faint (blue) bins. In these histograms
we plot all upper limits at EW = 0, though note we fully account
for upper limits in our inferences (see Equation 11).

fraction of neutral hydrogen within H ii regions (Gunn
& Peterson 1965). Infalling overdense gas around halos
can also increase the opacity of the IGM near the Ly↵
resonance and onto the red side of the Ly↵ line (Santos
2004; Dijkstra et al. 2007; Laursen et al. 2011).
For simplicity we assume all Ly↵ photons emitted be-

low the circular velocity of a halo are absorbed in the
CGM, and all redder photons are transmitted (Dijkstra
et al. 2011; Laursen et al. 2011). This treatment of the
CGM may be crude but it enables us to investigate the
relative di↵erence between observations at z ⇠ 6 and
z ⇠ 7 assuming that any evidence of a di↵erence is driven
by reionization. Figure 1 show example model Ly↵ emis-
sion lines, where the dotted black lines correspond to the
intrinsic line profile after transmission through the ISM
and the black solid lines correspond to the lineshape af-
ter resonant absorption in the CGM/IGM which absorbs
the flux blueward of vcirc.
During reionization, there is an additional opacity to

Ly↵ caused by the presence of cosmic di↵use neutral hy-
drogen patches which attenuate the damping wing of the
Ly↵ line cross-section (Miralda-Escude 1998). The trans-
mission of Ly↵ photons through the reionizing IGM is
driven by the global fraction of neutral hydrogen, xHi(z).
Thus the total opacity to Ly↵ due to neutral hydrogen

within the IGM is given by:

⌧igm(z, v) = ⌧d(z, v) + ⌧Hii(z, v) (5)

where ⌧d(z, v) is the damping wing optical depth which

is only present during the EoR, and ⌧Hii(z, v) is the opti-
cal depth due to resonant absorption within the CGM of
galaxies (infalling gas) and any neutral hydrogen within
the local H ii region of a galaxy. For simplicity, we as-
sume e�⌧Hii = H(v � vcirc) at both z ⇠ 6 and z ⇠ 7.
In this model, we assume the universe is fully ionized

at z ⇠ 6, thus the damping wing opacity only becomes
important at z > 6. This may not be exactly the case,
but current constraints on xHi at z ⇠ 6 suggest that the
neutral fraction is low (xHi < 0.1, McGreer et al. 2014)
so the reionization e↵ect on Ly↵ emission will be small.
To obtain the damping wing optical depths ⌧d(z = 7, v)

requires a model of the IGM topology during reion-
ization. Whilst observation papers of Ly↵ emission
with reionization inferences have used simple ‘patchy’ or
‘smooth’ IGM topologies (Treu et al. 2012, 2013; Pen-
tericci et al. 2014; Tilvi et al. 2014), for this work, we
consider realistic reionization topologies from state-of-
the-art theoretical modeling. We obtain Ly↵ damping
optical depths from the public Evolution of 21cm Struc-
ture (EoS) suite of reionization simulations described by
Mesinger et al. (2015, 2016)1.
Due to the strong clustering of the first galaxies spatial

fluctuations in the IGM neutral fraction during reion-
ization existed on scales of tens of Mpcs. Accurately
modeling these fluctuations and the growth of ionized
H ii bubbles in the IGM requires cosmological simula-
tions at least 100 Mpc in size (Trac & Gnedin 2011;
Mesinger et al. 2015). The EoS reionization simulations
use 21cmfastv2 (Sobacchi & Mesinger 2014) where in-
homogeneous recombinations and ionizations in the IGM
are treated at a sub-grid level on a density field in a
box with sides 1.6 Gpc with a resolution 10243. We use
the fiducial ‘Faint Galaxies’ run which corresponds the
primary drivers of ionization being star-forming galax-
ies with an atomic cooling threshold of Tvir ⇠ 104 K.
Halos are located in the same density field as the IGM
simulation. We ignore absorption from Damped Ly↵ Ab-
sorbers (DLAs) inside the cosmic H ii regions (Bolton &
Haehnelt 2013) which has been shown to have a minor
impact on the Ly↵ fraction when self-shielding is calcu-
lated more accurately (Mesinger et al. 2015). We refer
the reader to (Mesinger et al. 2016) for more details of
the simulation. For this work, we focus on the IGM and
density field at z ⇠ 7 where large samples of LBGs have
spectroscopic follow-up (Pentericci et al. 2014; Schmidt
et al. 2016) but it is easy to extend the work to any other
redshift.
We take 1000s of sightlines emanating from halos with

masses ⇠ 1010�12M� and compute the damping wing op-
tical depth, ⌧d, for Ly↵ emission as a function of velocity
o↵set from the systemic redshift of the source halos in
boxes with a range of global neutral fractions. Median
values of exp [�⌧d] along ⇠ 50 (to the rarest high mass
halos) to ⇠> 4000 (to typical 1010.5M� halos) sightlines
are plotted in Figure 4 for a range of halo masses and
xHi. The optical depths are smooth functions of velocity
and clearly damp Ly↵ more e↵ectively for higher xHi.
In general, higher mass halos have lower optical depths
to Ly↵ as their large bias means they are more likely to
live in the centers of large H ii regions, relatively more

1 http://homepage.sns.it/mesinger/EOS.html
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Fig. 1.— Ly↵ velocity o↵set as a function of UV absolute magnitude (left), halo mass (right, derived from the Mason et al. (2015) UV
magnitude - halo mass relation) for a collection of data from the literature (Bradač et al. 2017; Erb et al. 2014; Steidel et al. 2014; Inoue
et al. 2016; Mainali et al. 2017; Pentericci et al. 2016; Stark et al. 2015, 2017; Willott et al. 2015). The grey squares show data from a z ⇠ 2
sample, whilst the colored points are at z > 6. We take the z ⇠ 2 distribution as complete and intrinsic and fit a log-normal distribution
to the �v �Mh points as shown in Equation 1. The median �v �Mh fit is shown as a black solid line, and the grey shaded region shows
the �v scatter. The hashed region in the right panel indicates the galaxies with Muv < �21 which are discarded from fitting due to large
uncertainties in assigning their halo masses. We plot the circular velocities, vc of halos at z ⇠ 2 (dashed orange) and z ⇠ 7 (dashed blue)
for comparison. The �v�Mh relation closely traces the circular velocities, suggesting that galaxy mass is a key mediator of Ly↵ radiative
transfer.

comparison with the observed data. The circular veloc-
ities are higher at low redshifts as halos are less dense
and more extended, but there is a clear similarity in
our derived trend �v ⇠ M0.32

h and the circular veloc-

ity vc ⇠ M
1/3
h .

Using the circular velocity at z ⇠ 7 corresponds to
velocities ⇠ 70 � 300 km/s in the halo mass range of
our simulations (see Section 2.2) and is comparable to
observed velocity dispersions measured for z ⇠ 2�3 Ly↵
emission which are una↵ected by reionization (Trainor
et al. 2015).

2.1.3. Intrinsic EW distribution

The key observable of Ly↵ emission lines at high red-
shift is their equivalent width (EW or W ), which signifies
how bright the emission line is relative to the UV con-
tinuum. As Ly↵ photons from high redshift galaxies are
attenuated by the intervening IGM we observed only a
fraction, Tigm (the Ly↵ transmission fraction) of the in-
trinsic EW, i.e. W

obs

= Tigm ⇥ W
intr

. A key input to
the model then is the intrinsic distribution of EW as a
function of galaxy properties.
Ly↵ EWs for UV continuum-selected galaxies have an

observed equivalent width distribution with a peak at
zero and some tail to high EW - which is usually param-
eterized as an exponential function (Dijkstra & Wyithe
2012), log-normal (Schenker et al. 2014) or truncated
normal distribution plus a delta function (Treu et al.
2012). At z ⇠< 2, where large samples exist, including
the local ‘Green Peas’, Ly↵ EW is observed to anti-
correlate strongly with UV luminosity (Shapley et al.
2003; Stark et al. 2011; Hashimoto et al. 2013) SFR (Ver-

hamme et al. 2008), HI covering fraction (Shibuya et al.
2014) and Ly↵ escape fraction (Yang et al. 2017), all in-
dicating that Ly↵ photons are significantly absorbed by
neutral hydrogen gas and dust inside the ISM of mas-
sive, highly star-forming galaxies (e.g. Verhamme et al.
2008; Erb et al. 2014; Yang et al. 2017). At high red-
shift, the Ly↵ EW distribution is usually parameterized
as a conditional probability of p(W | Muv) (Treu et al.
2012; Dijkstra & Wyithe 2012), though dependence on
UV spectral slope � has also been considered (Schenker
et al. 2014).
In our framework, we follow Treu et al. (2012, 2013);

Tilvi et al. (2014); Pentericci et al. (2014); Dijkstra et al.
(2011) and assume there is no evolution in the intrinsic

Ly↵ EW distribution between z ⇠ 6 and z ⇠ 7 (< 200
Myr). Thus we take the EW distribution at z ⇠ 6 from
Stark et al. (2011), as the intrinsic distribution and pa-
rameterize it as an exponential distribution plus a delta
function:

p(W | Muv) = A(Muv)
e�

W
Wc(Muv)

Wc(Muv)
H(W )+[1 � A(Muv)] �(W )

(4)
where A = 0.55 � 0.2 tanh [2(Muv + 20.25)] and Wc =
35.5 � 10.5 tanh [2(Muv + 20.25)] Å, which account for
the anti-correlation of EW with Muv, and contamina-
tion by low redshift interlopers in high redshift dropout
surveys (Vulcani et al. 2017). We allow A and Wc to
vary smoothly with magnitude �21.75 < Muv < �18.75.
H(W ) is the Heaviside step function and �(W ) is a Dirac
delta function.
Example PDFs given by Equation 4 are plotted in Fig-

higher NHI, outflows?Lyα velocity offsets
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Fig. 6.— Distributions of di↵erential Ly↵ transmission fractions
Tigm at z ⇠ 7 for simulated galaxies of di↵erent UV luminosities
(UV bright = darkest lines), for a range of IGM neutral fractions
xHi. As described in Section 2.2 this is the ratio of Ly↵ transmis-
sion at z ⇠ 7 to that at z ⇠ 6 where there is already significant
absorption within the ionized IGM (Dijkstra et al. 2007; Zheng
et al. 2010; Laursen et al. 2011). The transmission fractions evolve
smoothly with the neutral fraction, though the evolution is more
gradual for UV bright galaxies.

3. Bayesian Inference

Bayes’ Theorem enables us to infer the posterior dis-
tribution of model parameters of interest, ✓ given our ob-
served data Y from the likelihood of obtaining that data
given our model and our prior information of the model
parameters. The posterior probability of ✓ is written as:

p(✓ | Y ) =
p(Y | ✓) p(✓)

p(Y )
(8)

where p(Y | ✓) is the likelihood function, p(✓) is the prior,
and p(Y ) is the Bayesian Evidence which normalizes the
posterior.
We want to obtain the posterior distribution of the vol-

ume averaged fraction of neutral hydrogen, xHi, a global
IGM property, given the observed data: measurements
of Ly↵ equivalent widths W and galaxy rest-frame UV
absolute magnitudes Muv. As described in Section 2 we
model both IGM and ISM e↵ects on Ly↵ transmission
and produce forward models of the observed Ly↵ equiv-
alent widths for galaxies of a given UV magnitude.
Using Bayes’ Theorem we can write the posterior prob-

ability for xHi inferred from one observation in the ab-
sence of noise as:

p(xHi | W, Muv) / p(W | xHi, Muv) p(xHi) (9)

where p(W | xHi, Muv) is the likelihood of observing a
Ly↵ equivalent width given our forward model of the
ISM and IGM, and p(xHi) is the prior on the neutral
fraction which we assume is uniform between 0 and 1.
Usually, the likelihood function is obtained from a

model with an analytic form - e.g. a normal distribu-

tion, however, due to including simulated IGM cubes,
our model is complex and does not have an analytic pa-
rameterization. We therefore generate the likelihood by
sampling 106 realizations of galaxies in our model at a
given (xHi, Muv) and then perform a Kernel Density Es-
timation (Rosenblatt 1956; Parzen 1962) to fit a smooth
probability density function to the sampled distribution.
Examples of the likelihood function are shown in Fig-
ure 7. Generation of the likelihoods is described in more
detail below in Section 3.1.
In reality, our observations will always have measure-

ment uncertainties, and some observations can only place
an upper limit on a measurement, given a noise level.
When we include noise, our likelihood for measuring an
equivalent width W

i

with Gaussian noise level �
i

be-
comes:

p(W
i

| xHi, Muv) =

Z 1

0

dW
e
� (W�Wi)

2

2�2
i

p
2⇡�

i

p(W | xHi, Muv)

(10)
and the likelihood for upper limits, W

i

< W is given by:

p(W
i

< W | xHi, Muv)=

Z W

�1
dW p(W

i

| xHi, Muv)(11)

=

Z 1

0

dW
1

2
erfc

✓
W � Wp

2�
i

◆

⇥p(W | xHi, Muv)

where erfc(x) is the complementary error function for x.
We can combine the inference from a set of independent

observations (i.e. individual galaxies) by simply multi-
plying the posteriors:

p(xHi | {W, Muv}) /
NgalsY

i

p(W
i

| xHi, Muv,i) p(xHi) (12)

3.1. Generating the likelihood

Our observed data are a set of Ly↵ equivalent widths
(and limits) and absolute magnitudes from galaxies at
a given redshift: {W, Muv}. Due to the complexity of
the IGM topology, there is no simple analytic model to
express the likelihood of obtaining these data given a
neutral fraction xHi. Thus we use our model to generate
large samples of mock observations which provide a non-
analytic likelihood.
We take IGM simulations with global neutral frac-

tions 0.01  xHi  0.95 (�xHi ⇠ 0.02) and a popu-
lation of halos with masses 1010 ⇠< M

h

[M�]⇠< 1012 with
� logM

h

⇠ 0.1. This mass range corresponds to UV
magnitudes of �16⇠> Muv ⇠> � 22 at z ⇠ 7 (Mason et al.
2015). The likelihood is computed in the following way:

1. Obtain the Ly↵ damping wing optical depths (see
Section 2.2) along thousands of sightlines to indi-
vidual halos in each simulation.

2. For a grid of UV magnitudes �22  Muv  �17 we
nearest-neighbor match the simulation halo masses
with UV magnitudes at z ⇠ 7 given by the re-
lation in Mason et al. (2015) which is consistent
with Muv � M

h

measurements from clustering at

Tr a n s m i s s i o n  o f  Lyα  d e p e n d s  o n  g a l a x y  l u m i n o s i t y  
v i a  e n v i r o n m e n t  a n d  v e l o c i t y  o f f s e t

Mason+17bLyα transmission fraction, TIGM

Mostly  
ionized

Mostly  
neutral
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IGM attenuation of Lyα at z > 6 567

imprint on the Lyα line. A strong evolution in the Lyα fraction
would therefore require a very substantial change in the filling
factor of ionized regions, QH II, over the same brief interval: z ≈ 6
→ 7 (e.g. McQuinn et al. 2007; Mesinger & Furlanetto 2008b;
Dijkstra, Mesinger & Wyithe 2011; Jensen et al. 2013). Alternately,
if the photoionizing background drops rapidly beyond z ! 6, the
increasing abundance of self-shielded systems inside the ionized
IGM can imprint a similar signature (Bolton & Haehnelt 2013).
Yet another possibility to explain a drop in the Lyα fraction is
an evolution of the intrinsic galaxy properties themselves, such as
wind characteristics and the escape fraction of ionizing photons,
fesc (Dijkstra et al. 2014). Alternately, a joint evolution in the IGM
and/or galaxy properties could ease tension with observations.

Here, we develop the most comprehensive model of IGM absorp-
tion to date, including the impact of both (i) the large-scale (hun-
dreds of cMpc; e.g. Iliev et al. 2014) reionization morphology; and
(ii) ∼kpc scale (e.g. Schaye 2001) self-shielded systems. We make
use of well-tested seminumerical simulations to model reionization
morphology. Our reionization simulations include sub-grid mod-
elling of UV photoheating feedback and recombinations, shown to
significantly decrease the size of cosmic H II regions (Sobacchi &
Mesinger 2014). We complement these with moderate-scale (tens
of cMpc) hydrodynamic simulations of the ionized IGM, resolv-
ing the relevant self-shielded systems. With this tiered approach,
we show how the redshift evolution in the z ! 6 Lyα fraction can

constrain both the filling factor of ionized regions as well as the
photoionizing background.

This paper is organized as follows. In Section 2, we present our
model for IGM absorption, sourced by both patchy reionization
(Section 2.1) and self-shielded systems (Section 2.2). In Section 3,
we present our results on the evolution of the IGM transmission and
the Lyα fraction from z ≈ 6 → 7. Finally, we conclude in Section 4.

Unless stated otherwise, we quote all quantities in comoving
units. We adopt the background cosmological parameters: ("#, "M,
"b, n, σ 8, H0) = (0.68, 0.32, 0.049, 0.96, 0.83, 67 km s−1 Mpc−1),
consistent with recent results from the Planck mission (Planck Col-
laboration XVI 2013).

2 MO D EL

Because of the difficulties mentioned above, we model the total
Lyα opacity using a tiered approach, illustrated in Fig. 1. We sim-
ulate the morphology of reionization on large scales (hundreds of
Mpc), using a seminumeric simulation. The reionization simulation
is used to compute the damping wing opacities from the large-scale
distribution of cosmic neutral patches, for a given value of the H II

volume filling factor, QH II. We complement the reionization simula-
tion with a moderate-scale (tens of Mpc) hydrodynamic simulation,
capable of resolving self-shielding gas clumps in the cosmic ionized
patches of the IGM surrounding high-z galaxies. The hydrodynamic

Figure 1. Schematic showing the various components of our model. From left to right we show: (i) a 0.75 Mpc thick slice through our large-scale reionization
simulation at QH II ∼ 0.5, with cosmic H II (H I) patches shown in white (black) (Sobacchi & Mesinger 2014); (ii) a 21 kpc slice through our hydro simulation
of the residual H I inside the cosmic H II patches surrounding high-z galaxies; (iii) the Lyα line emerging from a galaxy including RT through local outflows.
(i) and (ii) are used in this work, while (iii) is taken from Dijkstra et al. (2011). Relative scales are approximate.
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Fig. 9.— The fraction of Lyman break galaxies that display Lyα in emission at an EW ≥ 25 Å, plotted as a function of redshift. The
values at z = 7 and 8 reflect differential measurements with the data at z = 6, as described in the text. Thus, these data points and errors
are simply the convolution of the xLyα PDF at z = 6 and the transmission fraction PDF at z = 7 and 8.
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Fig. 10.— The fraction of neutral hydrogen as a function of
redshift. Our new constraint is plotted as a red open star. We
plot constraints derived from observations of: previous estimates
from the fraction of LBGs emitting Ly↵ (open black star, Mesinger
et al. 2015); the clustering of Ly↵ emitting galaxies (square, Ouchi
et al. 2010; Sobacchi & Mesinger 2015); Ly↵ and Ly� forest dark
fraction (circle, McGreer et al. 2014); and QSO ULASJ1120+0641
damping wings (diamond, Greig & Mesinger 2017b). We o↵set the
constraints at z ⇠ 7 (QSO damping wing, Ly↵ fraction and our
new constraint) by �z = 0.1 for clarity. We also plot the Planck
Collaboration et al. (2016) redshift range of instantaneous reion-
ization (black hatched region). We show the reionization history
from integrating the Mason et al. (2015) UV luminosity function
to two magnitude limits of Muv = �17 (blue) and Muv = �12
(orange), with 1� confidence regions as shaded regions. There are
many uncertainties in obtaining the reionization history from lu-
minosity functions so these should not be taken as real constraints
on the neutral fraction.

neutral fraction at z ⇠ 7 we predict the number of Ly↵
emitters detectable in one NIRSpec pointing (⇠ 9 sq ar-
cmins) by drawing galaxies from the Mason et al. (2015)
UV luminosity function and populating them with EW
given by our simulated p(W | xHi, Muv). We transform
Ly↵ equivalent width W to flux using the relation:

f(W, m, z) = Wf010
�0.4muv

c

�2
↵

(1 + z)

✓
�uv

�
↵

◆���2

(14)
where f0 = 3.631 ⇥ 10�20 erg s�1 Hz�1 cm�2, muv is
the apparent magnitude of the UV continuum, c is the
speed of light, �

↵

is the rest-frame wavelength of Ly↵,
�uv is the rest-frame wavelength of the UV continuum
(usually 1500Å), and � is the UV slope. For simplicity
we assume � = �2, consistent with observations of z ⇠ 7
objects (e.g., Bouwens et al. 2012), though very UV faint
galaxies likely have steeper slopes due to extremely low
metallicities (Vanzella et al. 2016).
We plot the predicted number counts in Figure 11,

where we assume a 5� UV continuum flux limit of
mab > 29 (Muv ⇠ �18, corresponding to ⇠ 1 hour in-
tegration in JWST NIRCam). We predict that a 3 hour
exposure in one pointing (⇠ 9 sq arcmins) with JWST
NIRSpec will detect ⇠ 6 ± 3 z ⇠ 7 Ly↵ lines with a 5�

flux limit of ⇠ 3 ⇥ 10�18 erg s�1 cm�2 (calculated us-
ing the JWST ETC), from a total of ⇠ 80 LBG dropout
detections. We also show the forecast for a cluster lens-
ing survey (e.g., GLASS, Treu et al. 2015; Schmidt et al.
2016) assuming a simple uniform magnification factor of
µ = 2 due to gravitational lensing (i.e. p(µ) = �(µ � 2)).
In this case, all fluxes are magnified by µ whilst the area
decreases by 1/µ, and assuming the same flux limit as
above we predict ⇠ 10± 2 Ly↵ lines from a total of ⇠ 90
LBG detections. The NIRSpec field-of-view is still small
compared to large scale structure at z ⇠ 7 so wide area
random pointing surveys will be essential to estimate the
global xHi.
We simulate a 10 pointing NIRSpec survey with

F070LP/G140M (R = 1000), with 3 hour exposures in
each field, by again sampling the Mason et al. (2015) lu-
minosity function in a larger area. We perform the infer-
ence on these mock JWST observations at z ⇠ 7, assum-
ing xHi = 0.59. This yields ⇠ 60 detections from ⇠ 800
LBGs. Again, we assume a 5� flux limit of > 3 ⇥ 10�18

erg s�1 cm�2. The posterior distribution obtained from
the JWST mock observations is shown in Figure 12, with
the posterior from the current observations (Section 4.2)
shown for comparison. We obtain xHi = 0.60+0.02

�0.06, a
⇠ 70% reduction in uncertainty compared to the cur-
rent sample. We note that this is an average forecast,
and a more realistic survey forecast would require sam-
pling the simulation directly (e.g., Mesinger & Furlanetto
2008). We also caution that our mock survey assumes
100% completeness, but, nevertheless, observations with
NIRSpec will constrain the neutral fraction much more
tightly than current observations.

5. Discussion

In this section we discuss our result in the context of
other probes of reionization (Section 5.1), and we discuss
the implications of the mass-dependent Ly↵ velocity o↵-
set on the evolving Ly↵ fraction for average (Section 5.2)
and UV bright (Section 5.3) galaxies.

5.1. The global reionization history

Robust constraints on the reionization history are chal-
lenging. Whilst quasars provide high S/N information
about individual (but rare) lines of sight they are likely
to be biased to overdense and more ionized regions
(Barkana & Loeb 2004; Mesinger 2010; Decarli et al.
2017), and the number densities of bright quasars drop
dramatically at z > 6 (Fan et al. 2001; Manti et al. 2016;
Parsa et al. 2017). Constraining reionization with large
samples of galaxies clearly avoids these problems; with
the help of gravitational lensing in clusters, e.g. the Fron-
tier Fields (Lotz et al. 2017), we know there are large
populations of faint galaxies at z > 6 (Yue et al. 2014;
Atek et al. 2015a; Livermore et al. 2016; Vanzella et al.
2017), and GRB host galaxy searches indicate far fainter
galaxies must also exist (Kistler et al. 2009; Trenti et al.
2012).
Ly↵ emission from galaxies has long been recognized as

a probe of reionization (Haiman & Spaans 1999; Malho-
tra & Rhoads 2004; Santos 2004; Verhamme et al. 2006;
McQuinn et al. 2007a; Dijkstra 2014), and the framework
presented in this paper provide a direct constraint on the
IGM neutral fraction from observations of Ly↵ emission

fesc~10 - 30% 
optimistic?

ultra-faint galaxies must exist  
(GRBs, local dwarfs, lensing…) 

Kistler+09, Weisz & Boylan-Kolchin 17, 
Bouwens+17
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confirming Lya in faint galaxies  
(Huang+16, Hoag+17, Mason+17a)
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Fig. 2.— Examples of GLASS spectra for 4 out of the 24 z & 7
emission line objects listed in Table 3. For each object the G102
spectrum at both of the GLASS PAs are shown. The assumed Ly↵
redshift and the selection redshift from Table 3 are quoted above
each panel. The circles mark the location of the emission lines. All
spectra have been subtracted the contamination model from the
GLASS reduction.

the two known spectroscopically confirmed multiple im-
aged systems at z = 6.1 (Boone et al. 2013; Balestra
et al. 2013) and z = 6.4 (Vanzella et al. 2014b).
The Gold, Gold EL, Silver, and Silver EL objects are

marked by the orange, green, gray, and red circles on each
of the color composites shown in Figure 1. The redshift
distributions of the samples are shown in Figure 3. Here
the mean redshift of the selection(s) is used for the Gold
and Silver samples (Table 2), whereas for the Gold EL
and Silver EL samples (Table 3) we use the redshift cor-
responding to the emission line wavelengths listed in the
‘�lines ± 50Å’ column.

4. FLUX LIMITS AND EQUIVALENT WIDTHS

To quantify the emission line detections and non-
detections, we estimate the line fluxes, emission line rest-
frame equivalent widths, and the 1� line flux sensitivities.

The rest-frame equivalent widths defined by

EW =
fline

fcont. ⇥ (1 + z)
, (1)

were estimated based on the extracted two-dimensional
spectra. The ‘integrated’ line flux, fline, was estimated
in two-dimensional ellipsoidal apertures adjusted for each
individual object based on the extent of the line and the
contamination (subtraction residuals) optimizing S/N
and is given by

fline =
ElineX

i

fi � fbck , (2)

where Eline refers to the number of pixels in the ellip-
soidal aperture used to enclose the line. For the EL
samples, Eline has a median size of 66 pixels. The line
flux is corrected for background (and contamination)
over/under subtraction, mainly due to the intra-cluster-
light which varies strongly across the field-of-view, by
adjusting the fluxes by the median background flux per
pixel in a ‘background aperture’ defined around the emis-
sion line for each spectrum, fbck. An example of the
line and background apertures used for RXC J1347.5-
1145 00627 is shown in Figure 4.
In equation (1) fcont. is the continuum level estimated

from the ancillary broad band photometry given by

fcont.h
10�17erg/s/cm2/Å

i =
10�0.4mAB ⇥ 3 ⇥ 10�1.44

�
�obs/[Å]

�2 ,

(3)
with mAB being the F140W broadband magnitude.
We estimate 1� flux limits using the same approach,

but replacing fline in equation (1) with the uncertainty
on the integrated flux given by

�line =

vuut
ElineX

i

�2
i . (4)

From the individual GLASS spectra we estimated the
1� flux limits for the Gold and Silver samples in Table 2.
The 1� flux sensitivities were estimated using a spectral
extraction aperture of roughly 5 (spatial) by 3 (spectral)
native pixels which corresponds to ⇠0.600⇥100Å similar
to what was used by Schmidt et al. (2014b), and were
calculated at the wavelength of the mean redshift of the
photometric selections given in the ‘zsel.’ column in Ta-
ble 2. All spectra were subtracted a model of the contam-
ination prior to estimating the flux limit and correcting
the background o↵set. In a few cases the spectra were
hampered by severe contamination and the model sub-
traction was not ideal. These flux limits are potentially
a↵ected by the contamination level, despite our attempt
to account for any o↵sets by adjusting the background
of each individual spectrum.
By estimating the 1� flux limits stepping through the

full wavelength range of the G102 and G141 grisms, we
estimate the line flux sensitivity of the GLASS spectra
as shown for the Gold sample in Figure 5. These lim-
its are in good agreement with the preliminary curves
shown by Schmidt et al. (2014b) and show that each spec-
trum reaches roughly 5⇥ 10�18erg/s/cm2 over the G102

GLASS spectroscopy at z & 7 13

7.2. MACS2129 00899

Another object worth high-lighting is
MACS2129 00899. It is a high confidence Ly↵ emitter
candidate at z = 8.10 which shows emission lines in both
of the G102 spectra at 11065Å. This wavelength is also
covered by the G141 grisms, albeit at low sensitivity
(see Figure 5). Despite the low sensitivity and relatively
high contamination there appears to be a marginal
detection of the line in one of the G141 spectra as well.
The estimated flux and equivalent widths of the G102
lines are quoted in Table 3 and are in mutual agreement
with combined line flux and Ly↵ equivalent width of

fline=1.0 ± 0.3 ⇥ 10�17erg/s/cm2 (14)

EWLy↵=59 ± 21Å . (15)

In the top panels of Figure 7 we show the G102 spectra
with the Ly↵ line marked by the white circles. Con-
sistent with the photometric selection criteria listed in
Table 3, the photometric redshift posterior distribution
function (in the form of �2) shown in Figure 7 peaks at
z ⇠ 8. The spectral energy distribution templates fitting
the photometry best are also shown in Figure 7. This
redshift estimate comes from an independent fit using a
current version of zphot (Giallongo et al. 1998) based on
independent HST and Spitzer photometry from SURFS-
UP (Bradač et al. 2014) obtained following Huang et al.
(2015). As is often the case for z ⇠ 8 galaxy candidates,
a local �2-minimum is also seen at redshift ⇠2. In this
case, the emission line could be [OII]�3727 at z = 1.97,
and the observed break would be the 4000Å break in-
stead of the Ly↵ break. However, if the lower redshift
solution were correct, [OIII]�5007 would fall at 14870Å.
As was the case for RXJ1347 01037, we do not detect
any [OIII] emission in the GLASS G141 spectra, which
supports the interpretation of the G102 emission feature
as Ly↵ at z = 8.1. We do not detect any CIV at 14095Å
in the G141 spectra for this sources either (CIII] will fall
at 17371Å which is outside the G141 wavelength cover-
age). The limit on the CIV/Ly↵ flux ratio obtained from
the GLASS spectra is f2�lim., CIV/fLy↵ . 0.64, where we
have again used the 2� limiting flux for CIV. This limit
is in good agreement with current estimates of CIV/Ly↵
flux ratios at intermediate and high redshift (Shapley
et al. 2003; Erb et al. 2010; Stark et al. 2014, 2015a,b),
which are generally less than 0.6.
If confirmed, this would be one of the highest redshift

sources known to date, together with the recent z = 8.7
galaxy confirmed by Zitrin et al. (2015b) and the z =
8.2 �-ray burst presented by Salvaterra et al. (2009) and
Tanvir et al. (2009). However, due to the relatively low
resolution of the HST grisms and the low S/N of the
lines presented here, deep high resolution spectroscopic
follow-up is needed to confirm the high-redshift nature
of this source, or deeper photometry to further improve
the photometric redshift estimate.

7.3. Two Potential z ⇠ 10 Objects

As presented in Table 3, RXJ2248 00404 and
MACS1423 01018 of the Silver EL sample appear to have
emission lines at 1.32µm and 1.37µm, respectively. If
these lines are confirmed to be Ly↵ this would place these
objects at z ⇠ 10. Figure 8 shows the G141 spectra,

Fig. 7.— The GLASS G102 spectra (top panels), photometry
(central panel) and photometric redshift estimate �2 curve (bottom
panel) for the candidate Ly↵ emitter at z = 8.1 MACS2129 00899.
The photometry includes CH1 and CH2 IRAC 1� upper limits from
SURFS-UP (Bradač et al. 2014) obtained following Huang et al.
(2015). The black �2 curve in the bottom panel includes F160W,
whereas the red curve does does not (F160W has potential contam-
ination and therefore uncertain photometry). In both cases there
are valid photometric redshifts around z ⇠ 8 (black spectral en-
ergy distribution over-plotted the photometry in center panel) and
z ⇠ 2 (red spectral energy distribution over-plotted the photome-
try in center panel) with marginal statistical di↵erence. The z ⇠ 2
solution over-estimates the 1� IRAC constraints. If the line was
[OII]�3727 at z = 1.97 we would expect to see [OIII] at roughly
14870Å. We do not detect any [OIII] emission in the GLASS G141
spectra, consistent with the z ⇠ 8 solution.

marking the detected emission lines with white circles.
Both objects are selected as photometric dropouts, i.e.
selected based on a few detections red-wards of the Ly-
man break and non-detections in bands blue-wards of the
break. In both cases the EAzY photometric redshift dis-
tributions have highly probable solutions at z ⇠ 2–3, and
the photometry is therefore inconclusive as to whether
the objects are at high redshift or low redshift. If the
emission lines are [OII] at z = 2.55 and z = 2.68 for
RXJ2248 00404 and MACS1423 01018, respectively, this
would agree with the EAzY p(z), and rule out the color
selections placing them at redshift 8 and 9. In case the
sources are at redshift 2–3, the drop in the NIR colors
used to select them as high redshift galaxies could be at-
tributed to the 4000Å break as opposed to the Lyman
break, which is known to be one of the main contami-
nants of Lyman break galaxy samples. The resolution of
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• Keck/MOSFIRE+DEIMOS (PI: Bradac & Trenti)  
- 9 clusters visible from Keck
- Up to 10 hours per target
- Several detections at z < 8

• VLT/KMOS (PI: Fontana)
- 7 Clusters visible from VLT
- Up to 15 hours per target; only short exposures so far
- No convincing Lyα yet

• LBT/LUCIFER (PI: Debarros)
- MACS1423, 15hrs
- No convincing Lyα
- Tentative CIVλ1549Å at z ~ 6.9 from preliminary reduction
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The galaxy LF before reionization 7

TABLE 1

Best-fit Schechter parameters for model LFs

Redshift ↵ M⇤ log(�⇤[mag�1Mpc�3])
z ⇠ 0 �1.68± 0.09 �19.9± 0.1 �2.97�0.07

+0.08

z ⇠ 2 �1.46± 0.09 �20.3± 0.1 �2.52�0.07
+0.09

z ⇠ 4 �1.64± 0.11 �21.2± 0.2 �2.93�0.13
+0.19

z ⇠ 5 �1.75± 0.13 �21.2± 0.2 �3.12�0.15
+0.24

z ⇠ 6 �1.83± 0.15 �20.9± 0.2 �3.19�0.16
+0.25

z ⇠ 7 �1.95± 0.17 �21.0± 0.2 �3.48�0.18
+0.32

z ⇠ 8 �2.10± 0.20 �21.3± 0.4 �4.03�0.26
+0.72

z ⇠ 9 �2.26± 0.22 �21.2± 0.4 �4.50�0.29
+1.36

z ⇠ 10 �2.47± 0.26 �21.1± 0.5 �5.12± 0.34
z ⇠ 12 �2.74± 0.30 �21.0± 0.5 �5.94± 0.38
z ⇠ 14 �3.11± 0.38 �20.9± 0.5 �7.05± 0.45
z ⇠ 16 �3.51± 0.46 �20.7± 0.6 �8.25± 0.51

Note. – Fit is performed between M
ab

= �17.5 and
M

ab

= �22.5
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Fig. 10.— Predicted number counts of galaxies brighter than
apparent magnitude m

UV

(rest-frame UV) per square degree for
a range of redshifts based on our model LFs. We plot the cumu-
lative number counts including the boost from gravitational lens-
ing magnification bias (Mason et al. 2015; Wyithe et al. 2011)
as solid lines, and without the magnification bias e↵ect (dashed
lines). We plot the estimated coverage of future surveys as shaded
regions: 3 mock JWST surveys detailed in Section 3.3 and the
WFIRST High-Latitude Survey (Spergel et al. 2015). The calcu-
lated number counts are given in Table 2.

does not significantly a↵ect our model even at the bright-
est observable magnitudes at z > 10. The magnification
bias e↵ect is only noticeable in the exponential part of
the LF, which is within reach only at z 8, but too weak
otherwise for power laws with slope in the range -2 to -3.5
(it is exactly neutral for faint end slope ↵ = �2). Mason
et al. (2015) showed the lensing e↵ect was most signif-
icant for a Schechter function LF at high redshift (see
also Barone-Nugent et al. 2015). Thus we expect that
without significant strong lensing, i.e. using galaxy clus-
ters as cosmic telescopes (e.g. the Hubble Frontier Fields
Yue et al. 2014; Ishigaki et al. 2015; Coe et al. 2015; Atek
et al. 2015), z > 15 is beyond the reach of JWST.

3.4. Implications for reionization
The timeline of cosmic reionization depends on the bal-

ance between the recombination of free electrons with
protons to form neutral hydrogen atoms, and the ion-

ization of hydrogen atoms by Lyman continuum photons
emitted by young stars. The UV luminosity density (and
therefore, SFR density) at a given redshift allows us to
calculate the number of photons available for reioniza-
tion, and is most sensitive to the faint end of the LF. We
can use this to infer the timeline of reionization by calcu-
lating the ionized hydrogen fraction, Q(z), as a function
of redshift given the following time-dependent di↵erential
equation:

Q̇ =
ṅion

hnHi
� Q

trec
(6)

where ṅion is the comoving number density of ionizing
photons, hnHi is the comoving number density of hydro-
gen atoms, and the recombination time of the IGM (Sti-
avelli et al. 2004; Robertson et al. 2015, and references
therein) is:

trec(z) =
⇥
C↵B(T )ne(1 + z)3

⇤�1 (7)
where ↵B(T ) is the case B recombination (i.e. opaque
IGM) coe�cient for hydrogen, ne = (1 + Yp/4Xp)hnHi
is the comoving number density of electrons (assuming
singly ionized He), Xp and Yp are the primordial hy-
drogen and helium abundances respectively, and C =
hn2

Hi/hnHi2 is the “clumping factor” which accounts for
inhomogeneity in the IGM.

The production rate of ionizing photons can be related
to the total UV luminosity density, ⇢L as

ṅion = fesc⇠ion⇢L (8)
where fesc is the average fraction of photons which escape
galaxies to a↵ect the IGM, and ⇠ion is the rate of ioniz-
ing photons per unit UV luminosity, with units Hz/ergs,
which depends on the initial mass function, metallicity,
age and dust content of the stellar populations. There
is an equivalent relation between ṅion and SFR den-
sity (Madau et al. 1999; Shull et al. 2012), which requires
the same stellar population modeling.

All of the parameters involved are di�cult to estimate,
and may evolve with redshift as reionization progresses
and the IGM evolves (Furlanetto & Oh 2005; Shull et al.
2012). In this work, we follow Schmidt et al. (2014) and
use a distribution of parameters. We assume a uniformly
distributed escape fraction, fesc = 0.1� 0.5 (Ouchi et al.
2009), and use a uniform distribution between C = 1� 6
for the clumping factor. Finally we model ⇠ion as a log-
normal distribution with mean log ⇠ion = 25.2 and stan-
dard deviation 0.15 dex. We assume an IGM tempera-
ture of 20, 000 K.

Once the reionization history, Q(z), is known, an im-
portant constraint is to compare the electron scattering
optical depth with that inferred from CMB observations.
The Planck Collaboration et al. (2015) reported a reion-
ization value of ⌧ = 0.066±0.012, consistent with instan-
taneous reionization at z = 8.8+1.2

�1.1. The optical depth
as a function redshift is:

⌧(z) =
Z z

0

�T ne(1 + z0)2Q(z0)
c

H(z0)
dz0 (9)

where c is the speed of light, �T is the Thomson scatter-
ing cross section and H(z) is the Hubble parameter.

Figure 11 shows the reionization history: the ion-
ized hydrogen fraction as a function of redshift, ob-
tained by solving Equation (6) with our model luminos-
ity density, sampling the distributions of input param-
eters. Figure 12 shows the electron scattering optical

Mock JWST survey coverage

Mason+2015a,b 

z>14 only accessible 
with strong lensing
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Fig. 11.— Predicted cumulative number counts of LAEs with
JWST NIRSpec at z ⇠ 6 (gray), and z ⇠ 7 (orange) using our
recovered neutral fraction xHi = 0.59+0.11

�0.15. Galaxies are drawn
from the Mason et al. (2015) UV luminosity function model and
populated with equivalent widths via p(W |Muv, xHi) - the likeli-
hood described in Section 3.1. The number counts obtained within
the 1� confidence regions on xHi are shown as dotted orange lines.
We also show the cumulative number counts for a gravitationally
lensed field where we assume a uniform magnification factor of
µ = 2 (pink line), which would reveal more emission lines. We
obtain the Ly↵ fluxes using Equation 14. The dashed black line
shows the flux limit for a ⇠ 3 hour exposure at R = 1000 with
JWST NIRSpec F070LP/G140M at 1� 1.5µm calculated with the
JWST ETC (https://jwst.etc.stsci.edu)

from galaxies, incorporating both realistic galaxy prop-
erties and realistic IGM topologies for the first time.
Our constraint on the neutral fraction, xHi = 0.59+0.11

�0.15,
is consistent with other robust probes of IGM neutrality
at z ⇠ 7 (Mesinger et al. 2015; Greig et al. 2016) demon-
strating the power of Ly↵ follow-up of LBGs to constrain
the neutral fraction, and providing more strong evidence
that the IGM is undergoing significant reionization at
z ⇠ 7. Using the full distribution of observed {W, Muv}
as inputs to our inference provides much tighter con-
straints than using the standard ‘Ly↵ fraction’, as we
demonstrated in Figure 9.
Our median value lies �xHi ⇠ 0.2 higher than

that inferred by Greig et al. (2016) from the QSO
ULASJ1120+0641 damping wings at z = 7.1, which was
obtained using the same IGM simulations, though our
posterior distribution is marginally skewed to lower val-
ues (see Figure 9). This o↵set is not significant given the
uncertainties, and does not require us to invoke any ad-
ditional evolution in galaxy properties. Within the next
few years larger samples, as demonstrated in our mock
survey with JWST described in Section 4.3, will greatly
reduce the uncertainties in our constraints from Ly↵ de-
tections and non-detections.
With large samples, it will be possible to measure the

variations in xHi over the sky, and cross-correlate with
other constraints from quasars and eventually 21cm ob-

Fig. 12.— Posterior distribution of xHi for a simulated survey
with JWST (orange) which is able to tightly constrain the IGM
neutral fraction compared to our inference on current observations
(blue - same as Figure 9). We take a 10 pointing JWST/NIRSpec
mock survey at z ⇠ 7 which assumes xHi = 0.58 as described
in Section 4.3, and perform Bayesian inference, assuming a 5� flux
limit of > 3⇥10�18 erg s�1 cm�2. We show the posterior distribu-
tion for xHi inferred from current data (as described in Section 4.2)
for comparison. This example JWST could reduce the uncertainty
on the neutral fraction by ⇠ 70%.

servations (Lidz et al. 2009; Vrbanec et al. 2016; Sobac-
chi et al. 2016; Mirocha et al. 2016; Mesinger et al. 2016;
Greig & Mesinger 2017a) to directly observe the inho-
mogeneous process of reionization. Furthermore, with
tighter constraints on the timeline of reionization, it will
be possible to better constrain the sources of ionizing
photons: as the ionizing photon budget from galaxies de-
pends on e.g., the minimum mass/luminosity of galaxies
and the rate of ionizing photons per unit UV luminosity.

5.2. A sudden drop in Ly↵ emission

- redshift evolution of �v?

In our model, we include empirically calibrated rela-
tions for both the intrinsic dependence of Ly↵ EW on
UV magnitude and ISM radiative transfer in galaxies of a
given halo mass (UV magnitude at fixed redshift), which
builds in a simple redshift evolution assuming galaxies
of the same UV magnitude live in less massive halos at
higher redshifts. In this framework, UV faint galaxies
have intrinsically high EW than UV bright galaxies and
lower Ly↵ velocity o↵sets.
These correlations are motivated by numerous obser-

vations of Ly↵ emission from galaxies at a range of red-
shifts, including very low redshift samples where detailed
spatial and spectral observations are possible (Hayes
et al. 2013; Yang et al. 2016). It is likely that the den-
sity and distribution of neutral gas in the ISM plays a
key role in the mediation of Ly↵ propagation through
galaxies: an ISM with high column densities of neutral
hydrogen, Nhi, scatters Ly↵ photons more significantly,
spectrally and spatially (Verhamme et al. 2006; Zheng

J W S T  w i l l  f i n d  m a n y  m o r e  Lyα  e m i t t e r s   
a t  z > 6  a n d  m e a s u r e  v e l o c i t y  o f f s e t s
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High z star-forming galaxy populations can be  
easily modelled assuming halo growth is the 
dominant driver of galaxy growth 

No evolution of physical conditions/feedback is needed! 

The evolving transmission of Lyα from galaxies 
contains information about the history of reionization 

Both IGM and ISM effects must be included via forward-
modelling to make inferences from Lyα observations 

The full distribution of Lyα EW tightly constrains  
the neutral fraction at z~7: xHI ~ 60±15%
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{W, Muv} : xhi = 0.59+0.11
�0.15

fLy↵ : xhi = 0.46+0.29
�0.29


