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Extended halos at z ~ 0

                   Hayes et al. 2013, and the LARS team
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Extended halos at z ~ 2 - 4CALYMHA Survey: Ly↵ emitters at z = 2.23 13

that lower redshift emitters would be excluded. The typical
value for this cut has been EW0 ⇠ 25 Å.

As we are able to probe down to a Ly↵ rest-frame EW
of 5 Å, we have the opportunity to investigate how complete
samples with higher rest-frame EW cuts may be and what is
the e↵ect on e.g. the Ly↵ luminosity function. Figure 9 shows
the distribution of Ly↵ rest-frame EWs at z = 2.23. We find
that the median EW0 at z = 2.23 is ⇡ 100 Å, with a tail
at both higher rest-frame EWs (highest: 390 Å) and lower
(lowest: 5.1 Å). If we were to apply a cut at EW0 > 25 Å, we
would still recover 89% of our full sample of Ly↵ emitters.
By imposing a cut of EW0 > 50 Å, we would only recover
69% of all Ly↵ emitters.

In Figure 9 we also compare the rest-frame EW distri-
bution of our Ly↵ emitters with H↵ emitters at the same
redshift (Sobral et al. 2014) and the EW distribution of Ly↵
emitters at higher redshift (z = 5.7; Santos et al. 2016). We
find that H↵ emitters at z = 2.23 show much higher EWs
than Ly↵ selected sources at the same redshift. Interestingly,
if one reduces the H↵ EWs by ⇡ 60%, the distribution be-
comes relatively similar to the one observed in Ly↵, i.e.,
Ly↵ and H↵ have a similar dispersion of EWs. This is not
at all the case for the distribution of EWs for higher redshift
Ly↵ emitters, selected over a similar range in luminosities
from Santos et al. (2016). Ly↵ emitters at z ⇠ 6 present
a much broader EW distribution, with a tail at very high
EWs. These high EW Ly↵ emitters become much rarer at
lower redshift.

By applying di↵erent EW cuts, we also study the e↵ect
of those on the Ly↵ luminosity function at z = 2.23. For all
EW0 cuts, we repeat our Ly↵ selection, in order to eliminate
interlopers, as described in §3.3.2. Also, for each new selec-
tion, as our EW cut changes, our completeness also changes,
and thus we re-compute it and apply the appropriate correc-
tions for each cut. This means that while a higher EW0 cut
results in a lower completeness, our corrections can account
for at least part of that. We show our results in Figure 8,
which shows the e↵ect of varying the Ly↵ EW0.

We find that for Ly↵ selected samples a higher EW cut
preferentially lowers the number densities at the bright end,
eliminating the power-law component, and making the LF
look steeper. On the other hand, a simple EW cut, without
filtering out the non Ly↵ emitters from the sample, still leads
to significant contamination at all luminosities, particularly
at the bright end. We find that in order to eliminate such
contaminants e↵ectively one requires a relatively high EW0

of at least > 50 Å, but that is far from ideal, as it will also
eliminate a significant fraction of real luminous Ly↵ emit-
ters, which we know are spectroscopically confirmed to be
at z = 2.23.

6 THE LY↵ ESCAPE FRACTION AT Z = 2.23

6.1 Ly↵ emitters at z = 2.23: the H↵ view

The H↵ stack of our Ly↵ emitters allows us to compute
the typical star formation rate of our Ly↵ emitters. We
use Kennicutt (1998) with a Chabrier initial mass func-
tion (Chabrier 2003), and correct H↵ for extinction using
Garn & Best (2010), following e.g. Sobral et al. (2014).
Our results show that our sample of Ly↵ selected sources
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Figure 10. Stacked H↵ and Ly↵ images of all our Ly↵ emitters.
All bands are PSF matched and we show the common PSF in the
image. We compare the stacked rest-frame R band (observed K
band, H↵ subtracted), tracing the older stellar population/stellar
mass, with both H↵ and Ly↵ emission from our sample of Ly↵
selected emitters. Ly↵ and H↵ contours show the 50%, 70% and
85% contours of the total flux. For a 300 diameter aperture we
recover 82% of the total H↵ flux (0.4 ⇥ 10�16 erg s�1) but only
50% of the total Ly↵ flux (2.2⇥10�16 erg s�1). We thus find that
while H↵ is slightly more extended than the continuum emission,
the Ly↵ emission extends to much larger radii. This is consistent
with the results from Matthee et al. (2016b).

has a median dust corrected star formation rate (SFR) of
7.7 ± 0.6M� yr�1. Such median SFR implies that our Ly↵
emitters are ⇠ 0.1 SFR⇤ star-forming galaxies at z = 2.2
(Sobral et al. 2014).

In Figure 10 we show the H↵ stack, a comparison to
the rest-frame (H↵ subtracted) R band stack, and the Ly↵
stack of all our Ly↵ emitters. We find that Ly↵ is signif-
icantly more extended (diameter of about ⇠ 40 kpc) than
H↵ by about a factor of 2. Our results are consistent with
those presented in Matthee et al. (2016b) for a sub-set of
Ly↵-H↵ emitters at z = 2.23, and reveal that Ly↵ emit-
ters have ubiquitous extended Ly↵ emission (see also e.g.
Momose et al. 2014; Matthee et al. 2016b; Wisotzki et al.
2016). When compared to Momose et al. (2014), we seem
to find slightly larger Ly↵ extents, although our sample is
dominated by brighter Ly↵ emitters than those in Momose
et al. (2014), while our PSF is also larger than Momose et al.
(2014). The combined e↵ects (more luminous Ly↵ emitters
in our sample and larger PSF) can likely explain the larger
extents that we measure.

6.2 Ly↵ escape fraction and dependence on Ly↵
luminosity and EW0

Assuming Case B recombination, we use the H↵ stack (af-
ter applying all corrections; see §4.3) to measure an escape
fraction of 37 ± 7% for a 300 aperture. We also use larger

MNRAS 000, 1–18 (2016)

                   Sobral et al. 2016
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Extended halos at z ~ 2 - 4

                   Wisotzki et al. 2016
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Extended halos at z ~ 2 - 4

Matsuda et al. 2012   (see also Momose et al. 2014)
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Lyα Intensity Mapping

Croft et al. 2016

Lyman-α emission intensity 13

Figure 12. The effect of removing strong lines on the shape and
amplitude of the quasar-Lyα cross-correlation. We show the fit
parameters for the amplitude bqbq−Lyαe ⟨µLyα⟩ and shape Ωm

of a linearly biased CDM model fit to the Lyα cross-correlation
function plotted in Figure 11. Panel (a) is after removing > 5σ
significance lines and panel (b) > 3σ significance lines. The dots
indicate the best fit parameters and the contours show the 1,2 and
3 σ confidence contours on the fit parameters. The open circles
show the best fit results to the fiducial results (from Figure 3).

5 STAR FORMATION RATE DENSITY

If the Lyα surface brightness we are seeing is produced by
star forming galaxies, we can convert the mean Lyα surface
brightness into a star formation rate density (SFRD) at the
mean redshift z = 2.55 of our observations. Traditionally
(e.g., Gronwall et al. 2007) narrow band surveys have been
used to detect Lyα emitters, compute their luminosity func-
tion, and integrate it to compute a mean Lyα luminosity
density ϵα before converting it into a star formation rate,
using a relationship such as:

SFR/(M⊙ yr−1) = Lα/(1.1× 1042 erg s−1) (17)

(Cassata et al. 2011), where Lα is the Lyα luminosity. The
conversion factor is based on a stellar population with a
Salpeter IMF and with no correction for effects like dust
and escape fraction, which is accurate to within a factor of
a few for a range of population age, high mass cutoff of stars,
and metallicity (Leitherer et al. 1999).

This method assumes that the surveys of Lyα emitters

Figure 13. The star formation rate density (ρSFR) inferred from
our measurement of the mean Lyα surface brightness in the Uni-
verse between z = 2−3.5 (see Section 5) is shown as the red point
with solid line error bars, assuming that the linear bias factor for
Lyα emission is bα = 3, a reasonable value for the luminosity-
weighted clustering of star forming forming galaxies (see Section
5). The true value of bα is unknown, so this data point should
be scaled by 3/bα. Other data values plotted with open (black)
symbols are from published ρSFR values which used UV estima-
tors. The solid (blue) points show estimates of ρSFR computed
from the luminosity functions of surveys for Lyα emitters. The
references are given in Section 5. The shaded area represents the
range of dust corrected UV estimates compiled by Bouwens et al.
(2010).

are able to capture all the radiation from young stars. How-
ever, these surveys can only detect the high surface bright-
ness portion of sources within a small angular aperture, and
may be missing much of the Lyα line intensity when it is
scattered far out into the galaxy halo. In our case, the sta-
tistical cross-correlation technique we are using should not
be affected by any threshold in Lyα surface brightness. We
should therefore be able to compute the total star formation
rate density from our measurement. One large uncertainty
is absorption due to dust, which is known to significantly
affect UV continuum and line estimators of star formation.

Recall that our measurement is of the quantity
bqbαfβ⟨µ⟩, so to compute the Lyα surface brightness we
need to have independent knowledge of bq, bα and fβ . For
the quasar bias factor we use the value measured for BOSS
quasars by Font-Ribera et al. (2013), bq = 3.64+0.13

−0.15 .
We recall that the bias factor bα is related to a

luminosity-weighted bias factor bL, from the definitions in
Equations 5–6 (bα = bL in the absence of radiative transfer
effect), and bL is different from the number weighted bias
factor of Lyα emitters, bLAE. To understand the difference
in the values of the two bias factors, we start with the fol-
lowing simple model for the Lyα emission.

If we assume that there are ⟨N(M)⟩ galaxies per dark
matter halo of mass M and that Lyα emission comes from

c⃝ 0000 RAS, MNRAS 000, 000–000
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Production mechanisms

Who plays a role and where ?

Nebular (stellar) radiation: UV + Lya + Ha

Cooling: Lya

Scattering: Lya

Flourescence: Lya + Ha
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Production mechanisms
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Production mechanisms

Fluorescence 

LMR & Dijkstra 2016
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Production mechanisms

Halo star formation: nebular ‘in-situ’ radiation 

HI	

HI	

HI	

HI	

HI	

HI	

HI	

HI	

Lya 

      Lya 

Lya

UV + Lya + Ha

UV + Ha

UV + Ha

Ll. Mas-Ribas (UiO)  Berkeley April ‘17



Halo star formation approach 
Figures 

 
 
Figure 1. Spectral decomposition of the outflow in IRAS23128-5919. a: HST continuum images, 
surface brightness, velocity and velocity dispersion σV maps of the broad and narrow components of 
the Hα line, inferred from the MUSE data. The location and orientation of the X-shooter slit is 
shown (boxes). b: Subsections of continuum-subtracted X-shooter spectra, extracted from the central 
region, around some of the relevant emission lines, showing the decomposition between narrow and 
broad components, as well as the non detection of coronal lines (see Methods). 
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Halo star formation approach

The mean metal-line spectrum of DLAs in BOSS 11

Fig. 8.— Same as Figure 7, here for the metal sample.

LMR, Miralda-Escudé et al. 2016

The mean metal-line spectrum of DLAs in BOSS 11

Fig. 8.— Same as Figure 7, here for the metal sample.
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Halo star formation approach

Natsuko Izumi (NAOJ) 8 Mar ‘17

Star	forma)on	ac)vity	in	the	outer	Galaxy	

“…	we	successfully	iden5fied	711	new	candidate	star-forming	regions	in	240	molecular		
clouds	up	to	Rg	~	20	kpc,	which	enable	sta)s)cal	studies	of	star-forma)on	ac)vi)es	up		
to	the	extreme	outer	Galaxy	for	the	first	)me.	“	
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Halo star formation approach

LMR et al. 2017a

✏̄Ly↵ / ⇢SFR

✏Ly↵ = ✏̄Ly↵[1 + ⇠↵(r)]
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Halo star formation approachSSIM: Extended Ly↵, H↵ and Continuum Emission as a Probe of Halo Star Formation 5

Fig. 2.— Left panel: Radial Ly↵ surface brightness profiles with physical distance from the central galaxy for di↵erent models. Lines
and colors refer to the same models as in Figure 1. Magenta points denote an estimation of the data for the LAE overdensity range
2.5 < �LAE < 5.5 in Matsuda et al. (2012). The cyan dots and bars represent the mean values and uncertainties from the observations at
z = 3.1 by Momose et al. (2014), respectively. White dots indicate the regions where the measurements are not reliable due to systematic

e↵ects. The fiducial model is denoted by the solid black line considering fLy↵
esc = 0.4, and the two shaded areas display the regions

0.2  fLy↵
esc  0.7 and 0.1  fLy↵

esc  1.0 for the same model. Right panel: UV surface brightness profile. Lines and symbols are the same as
in the left panel. The horizontal dashed cyan line indicates the region below which systematic e↵ects in the observational data by Momose
et al. (2014) are important. The two shaded areas display the regions within the same fUV

esc ranges as for Ly↵ around the fiducial model.

3.1. Ly↵

The left panel in Figure 2 shows the predicted Ly↵ sur-
face brightness profile at r > 10 pkpc. The black solid

line denotes the fiducial model, and the shaded areas in-
dicate the range of surface brightness profiles we get by
varying 0.2  fLy↵

esc  0.7 (dark) and 0.1  fLy↵
esc  1.0

(light). These ranges give an idea of the e↵ect of a pos-
sible radial variation of the escape fraction due to the
decrease of neutral gas with distance. The blue, green
and dotted red lines represent the power-law, NFW and
‘bias-limited’ models, respectively (for our fiducial choice
fLy↵
esc = 0.4). The light blue dots represent the data and
uncertainties from the observations by Momose et al.
(2014) at z = 3.1, which are not reliable at r > 40
pkpc due to systematics (and therefore represented with
open circles; Momose et al. 2014, see also Feldmeier et al.
2013). Magenta dots represent the data in the LAE over-
density bin 2.5 < �LAE < 5.5 by Matsuda et al. (2012),
which we also used in Mas-Ribas & Dijkstra (2016) given
the value of our LAE overdensity.
Our fiducial model reproduces the observations well

within the range 20 <⇠r <⇠40 pkpc. At shorter dis-
tances, the Ly↵ surface brightness may be enhanced
by resonantly scattered Ly↵ that escapes from the cen-
tral LAE and/or by fluorescence (Mas-Ribas & Dijkstra
2016). Systematics may in turn a↵ect the data at r >⇠40
pkpc, although the fiducial model reproduces the data
from Matsuda et al. (2012) at these scales remarkably
well. The other clustering prescriptions reproduce the
observed surface brightness levels to within a factor of
⇠ 2 at 20 <⇠r <⇠40 pkpc. In general, they give rise to flat-

ter surface brightness profiles, which reflects that in these
models ⇠

↵

is flatter at r <⇠100 pkpc. The impact of the
di↵erent clustering prescriptions becomes more severe at
r <⇠20 pkpc. However, as we mentioned previously, here
we expect the surface brightness profile to be enhanced
by Ly↵ and LyC photons that escaped from the central
LAE.

3.2. UV

The right panel in Figure 2 shows the predicted UV sur-
face brightness profiles. We use the same symbols and
colors as in the left panel. The horizontal dashed line

shows the UV surface brightness level below which the
data by Momose et al. (2014) is a↵ected by systematics.
This figure shows that at 20 <⇠r <⇠40 pkpc our fiducial
model predicts a UV profile above the observations by
a factor of ⇠ 3, while the other clustering prescriptions
lie within a factor of ⇠ 1.5� 2. Our fiducial model thus
results in an excess - by a factor of ⇠ 3 - of UV emission
in the halos of LAEs. This result may reflect an overesti-
mated star formation rate density in faint galaxies (i.e.,
⇢satSFR). Based on analysis and modeling of Hubble Space
Telescope observations aimed at detecting long-duration
gamma-ray bursts host galaxies at high redshift, Trenti
et al. (2012) inferred that ⇠ 30% (⇠ 40%) of the total
star formation at z ⇠ 3 (z <⇠5) occurs in galaxies too faint
to be directly detected. This result is broadly consistent
with the di↵erence observed here, although the reduced
emissivity value would also result in Ly↵ profiles below
the observations by the same factor if no other param-
eters are tuned. An overestimated escape fraction fUV

esc

LMR et al. 2017a
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Halo star formation approachSSIM: Extended Ly↵, H↵ and Continuum Emission as a Probe of Halo Star Formation 5

Fig. 2.— Left panel: Radial Ly↵ surface brightness profiles with physical distance from the central galaxy for di↵erent models. Lines
and colors refer to the same models as in Figure 1. Magenta points denote an estimation of the data for the LAE overdensity range
2.5 < �LAE < 5.5 in Matsuda et al. (2012). The cyan dots and bars represent the mean values and uncertainties from the observations at
z = 3.1 by Momose et al. (2014), respectively. White dots indicate the regions where the measurements are not reliable due to systematic

e↵ects. The fiducial model is denoted by the solid black line considering fLy↵
esc = 0.4, and the two shaded areas display the regions

0.2  fLy↵
esc  0.7 and 0.1  fLy↵

esc  1.0 for the same model. Right panel: UV surface brightness profile. Lines and symbols are the same as
in the left panel. The horizontal dashed cyan line indicates the region below which systematic e↵ects in the observational data by Momose
et al. (2014) are important. The two shaded areas display the regions within the same fUV

esc ranges as for Ly↵ around the fiducial model.

3.1. Ly↵

The left panel in Figure 2 shows the predicted Ly↵ sur-
face brightness profile at r > 10 pkpc. The black solid

line denotes the fiducial model, and the shaded areas in-
dicate the range of surface brightness profiles we get by
varying 0.2  fLy↵

esc  0.7 (dark) and 0.1  fLy↵
esc  1.0

(light). These ranges give an idea of the e↵ect of a pos-
sible radial variation of the escape fraction due to the
decrease of neutral gas with distance. The blue, green
and dotted red lines represent the power-law, NFW and
‘bias-limited’ models, respectively (for our fiducial choice
fLy↵
esc = 0.4). The light blue dots represent the data and
uncertainties from the observations by Momose et al.
(2014) at z = 3.1, which are not reliable at r > 40
pkpc due to systematics (and therefore represented with
open circles; Momose et al. 2014, see also Feldmeier et al.
2013). Magenta dots represent the data in the LAE over-
density bin 2.5 < �LAE < 5.5 by Matsuda et al. (2012),
which we also used in Mas-Ribas & Dijkstra (2016) given
the value of our LAE overdensity.
Our fiducial model reproduces the observations well

within the range 20 <⇠r <⇠40 pkpc. At shorter dis-
tances, the Ly↵ surface brightness may be enhanced
by resonantly scattered Ly↵ that escapes from the cen-
tral LAE and/or by fluorescence (Mas-Ribas & Dijkstra
2016). Systematics may in turn a↵ect the data at r >⇠40
pkpc, although the fiducial model reproduces the data
from Matsuda et al. (2012) at these scales remarkably
well. The other clustering prescriptions reproduce the
observed surface brightness levels to within a factor of
⇠ 2 at 20 <⇠r <⇠40 pkpc. In general, they give rise to flat-

ter surface brightness profiles, which reflects that in these
models ⇠

↵

is flatter at r <⇠100 pkpc. The impact of the
di↵erent clustering prescriptions becomes more severe at
r <⇠20 pkpc. However, as we mentioned previously, here
we expect the surface brightness profile to be enhanced
by Ly↵ and LyC photons that escaped from the central
LAE.

3.2. UV

The right panel in Figure 2 shows the predicted UV sur-
face brightness profiles. We use the same symbols and
colors as in the left panel. The horizontal dashed line

shows the UV surface brightness level below which the
data by Momose et al. (2014) is a↵ected by systematics.
This figure shows that at 20 <⇠r <⇠40 pkpc our fiducial
model predicts a UV profile above the observations by
a factor of ⇠ 3, while the other clustering prescriptions
lie within a factor of ⇠ 1.5� 2. Our fiducial model thus
results in an excess - by a factor of ⇠ 3 - of UV emission
in the halos of LAEs. This result may reflect an overesti-
mated star formation rate density in faint galaxies (i.e.,
⇢satSFR). Based on analysis and modeling of Hubble Space
Telescope observations aimed at detecting long-duration
gamma-ray bursts host galaxies at high redshift, Trenti
et al. (2012) inferred that ⇠ 30% (⇠ 40%) of the total
star formation at z ⇠ 3 (z <⇠5) occurs in galaxies too faint
to be directly detected. This result is broadly consistent
with the di↵erence observed here, although the reduced
emissivity value would also result in Ly↵ profiles below
the observations by the same factor if no other param-
eters are tuned. An overestimated escape fraction fUV

esc

SSIM: Extended Ly↵, H↵ and Continuum Emission as a Probe of Halo Star Formation 5

Fig. 2.— Left panel: Radial Ly↵ surface brightness profiles with physical distance from the central galaxy for di↵erent models. Lines
and colors refer to the same models as in Figure 1. Magenta points denote an estimation of the data for the LAE overdensity range
2.5 < �LAE < 5.5 in Matsuda et al. (2012). The cyan dots and bars represent the mean values and uncertainties from the observations at
z = 3.1 by Momose et al. (2014), respectively. White dots indicate the regions where the measurements are not reliable due to systematic

e↵ects. The fiducial model is denoted by the solid black line considering fLy↵
esc = 0.4, and the two shaded areas display the regions

0.2  fLy↵
esc  0.7 and 0.1  fLy↵

esc  1.0 for the same model. Right panel: UV surface brightness profile. Lines and symbols are the same as
in the left panel. The horizontal dashed cyan line indicates the region below which systematic e↵ects in the observational data by Momose
et al. (2014) are important. The two shaded areas display the regions within the same fUV

esc ranges as for Ly↵ around the fiducial model.

3.1. Ly↵

The left panel in Figure 2 shows the predicted Ly↵ sur-
face brightness profile at r > 10 pkpc. The black solid

line denotes the fiducial model, and the shaded areas in-
dicate the range of surface brightness profiles we get by
varying 0.2  fLy↵

esc  0.7 (dark) and 0.1  fLy↵
esc  1.0

(light). These ranges give an idea of the e↵ect of a pos-
sible radial variation of the escape fraction due to the
decrease of neutral gas with distance. The blue, green
and dotted red lines represent the power-law, NFW and
‘bias-limited’ models, respectively (for our fiducial choice
fLy↵
esc = 0.4). The light blue dots represent the data and
uncertainties from the observations by Momose et al.
(2014) at z = 3.1, which are not reliable at r > 40
pkpc due to systematics (and therefore represented with
open circles; Momose et al. 2014, see also Feldmeier et al.
2013). Magenta dots represent the data in the LAE over-
density bin 2.5 < �LAE < 5.5 by Matsuda et al. (2012),
which we also used in Mas-Ribas & Dijkstra (2016) given
the value of our LAE overdensity.
Our fiducial model reproduces the observations well

within the range 20 <⇠r <⇠40 pkpc. At shorter dis-
tances, the Ly↵ surface brightness may be enhanced
by resonantly scattered Ly↵ that escapes from the cen-
tral LAE and/or by fluorescence (Mas-Ribas & Dijkstra
2016). Systematics may in turn a↵ect the data at r >⇠40
pkpc, although the fiducial model reproduces the data
from Matsuda et al. (2012) at these scales remarkably
well. The other clustering prescriptions reproduce the
observed surface brightness levels to within a factor of
⇠ 2 at 20 <⇠r <⇠40 pkpc. In general, they give rise to flat-

ter surface brightness profiles, which reflects that in these
models ⇠

↵

is flatter at r <⇠100 pkpc. The impact of the
di↵erent clustering prescriptions becomes more severe at
r <⇠20 pkpc. However, as we mentioned previously, here
we expect the surface brightness profile to be enhanced
by Ly↵ and LyC photons that escaped from the central
LAE.

3.2. UV

The right panel in Figure 2 shows the predicted UV sur-
face brightness profiles. We use the same symbols and
colors as in the left panel. The horizontal dashed line

shows the UV surface brightness level below which the
data by Momose et al. (2014) is a↵ected by systematics.
This figure shows that at 20 <⇠r <⇠40 pkpc our fiducial
model predicts a UV profile above the observations by
a factor of ⇠ 3, while the other clustering prescriptions
lie within a factor of ⇠ 1.5� 2. Our fiducial model thus
results in an excess - by a factor of ⇠ 3 - of UV emission
in the halos of LAEs. This result may reflect an overesti-
mated star formation rate density in faint galaxies (i.e.,
⇢satSFR). Based on analysis and modeling of Hubble Space
Telescope observations aimed at detecting long-duration
gamma-ray bursts host galaxies at high redshift, Trenti
et al. (2012) inferred that ⇠ 30% (⇠ 40%) of the total
star formation at z ⇠ 3 (z <⇠5) occurs in galaxies too faint
to be directly detected. This result is broadly consistent
with the di↵erence observed here, although the reduced
emissivity value would also result in Ly↵ profiles below
the observations by the same factor if no other param-
eters are tuned. An overestimated escape fraction fUV

esc
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Fig. 2.— Left panel: Radial Ly↵ surface brightness profiles with physical distance from the central galaxy for di↵erent models. Lines
and colors refer to the same models as in Figure 1. Magenta points denote an estimation of the data for the LAE overdensity range
2.5 < �LAE < 5.5 in Matsuda et al. (2012). The cyan dots and bars represent the mean values and uncertainties from the observations at
z = 3.1 by Momose et al. (2014), respectively. White dots indicate the regions where the measurements are not reliable due to systematic

e↵ects. The fiducial model is denoted by the solid black line considering fLy↵
esc = 0.4, and the two shaded areas display the regions

0.2  fLy↵
esc  0.7 and 0.1  fLy↵

esc  1.0 for the same model. Right panel: UV surface brightness profile. Lines and symbols are the same as
in the left panel. The horizontal dashed cyan line indicates the region below which systematic e↵ects in the observational data by Momose
et al. (2014) are important. The two shaded areas display the regions within the same fUV

esc ranges as for Ly↵ around the fiducial model.

3.1. Ly↵

The left panel in Figure 2 shows the predicted Ly↵ sur-
face brightness profile at r > 10 pkpc. The black solid

line denotes the fiducial model, and the shaded areas in-
dicate the range of surface brightness profiles we get by
varying 0.2  fLy↵

esc  0.7 (dark) and 0.1  fLy↵
esc  1.0

(light). These ranges give an idea of the e↵ect of a pos-
sible radial variation of the escape fraction due to the
decrease of neutral gas with distance. The blue, green
and dotted red lines represent the power-law, NFW and
‘bias-limited’ models, respectively (for our fiducial choice
fLy↵
esc = 0.4). The light blue dots represent the data and
uncertainties from the observations by Momose et al.
(2014) at z = 3.1, which are not reliable at r > 40
pkpc due to systematics (and therefore represented with
open circles; Momose et al. 2014, see also Feldmeier et al.
2013). Magenta dots represent the data in the LAE over-
density bin 2.5 < �LAE < 5.5 by Matsuda et al. (2012),
which we also used in Mas-Ribas & Dijkstra (2016) given
the value of our LAE overdensity.
Our fiducial model reproduces the observations well

within the range 20 <⇠r <⇠40 pkpc. At shorter dis-
tances, the Ly↵ surface brightness may be enhanced
by resonantly scattered Ly↵ that escapes from the cen-
tral LAE and/or by fluorescence (Mas-Ribas & Dijkstra
2016). Systematics may in turn a↵ect the data at r >⇠40
pkpc, although the fiducial model reproduces the data
from Matsuda et al. (2012) at these scales remarkably
well. The other clustering prescriptions reproduce the
observed surface brightness levels to within a factor of
⇠ 2 at 20 <⇠r <⇠40 pkpc. In general, they give rise to flat-

ter surface brightness profiles, which reflects that in these
models ⇠

↵

is flatter at r <⇠100 pkpc. The impact of the
di↵erent clustering prescriptions becomes more severe at
r <⇠20 pkpc. However, as we mentioned previously, here
we expect the surface brightness profile to be enhanced
by Ly↵ and LyC photons that escaped from the central
LAE.

3.2. UV

The right panel in Figure 2 shows the predicted UV sur-
face brightness profiles. We use the same symbols and
colors as in the left panel. The horizontal dashed line

shows the UV surface brightness level below which the
data by Momose et al. (2014) is a↵ected by systematics.
This figure shows that at 20 <⇠r <⇠40 pkpc our fiducial
model predicts a UV profile above the observations by
a factor of ⇠ 3, while the other clustering prescriptions
lie within a factor of ⇠ 1.5� 2. Our fiducial model thus
results in an excess - by a factor of ⇠ 3 - of UV emission
in the halos of LAEs. This result may reflect an overesti-
mated star formation rate density in faint galaxies (i.e.,
⇢satSFR). Based on analysis and modeling of Hubble Space
Telescope observations aimed at detecting long-duration
gamma-ray bursts host galaxies at high redshift, Trenti
et al. (2012) inferred that ⇠ 30% (⇠ 40%) of the total
star formation at z ⇠ 3 (z <⇠5) occurs in galaxies too faint
to be directly detected. This result is broadly consistent
with the di↵erence observed here, although the reduced
emissivity value would also result in Ly↵ profiles below
the observations by the same factor if no other param-
eters are tuned. An overestimated escape fraction fUV

esc
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Fig. 2.— Left panel: Radial Ly↵ surface brightness profiles with physical distance from the central galaxy for di↵erent models. Lines
and colors refer to the same models as in Figure 1. Magenta points denote an estimation of the data for the LAE overdensity range
2.5 < �LAE < 5.5 in Matsuda et al. (2012). The cyan dots and bars represent the mean values and uncertainties from the observations at
z = 3.1 by Momose et al. (2014), respectively. White dots indicate the regions where the measurements are not reliable due to systematic

e↵ects. The fiducial model is denoted by the solid black line considering fLy↵
esc = 0.4, and the two shaded areas display the regions

0.2  fLy↵
esc  0.7 and 0.1  fLy↵

esc  1.0 for the same model. Right panel: UV surface brightness profile. Lines and symbols are the same as
in the left panel. The horizontal dashed cyan line indicates the region below which systematic e↵ects in the observational data by Momose
et al. (2014) are important. The two shaded areas display the regions within the same fUV

esc ranges as for Ly↵ around the fiducial model.

3.1. Ly↵

The left panel in Figure 2 shows the predicted Ly↵ sur-
face brightness profile at r > 10 pkpc. The black solid

line denotes the fiducial model, and the shaded areas in-
dicate the range of surface brightness profiles we get by
varying 0.2  fLy↵

esc  0.7 (dark) and 0.1  fLy↵
esc  1.0

(light). These ranges give an idea of the e↵ect of a pos-
sible radial variation of the escape fraction due to the
decrease of neutral gas with distance. The blue, green
and dotted red lines represent the power-law, NFW and
‘bias-limited’ models, respectively (for our fiducial choice
fLy↵
esc = 0.4). The light blue dots represent the data and
uncertainties from the observations by Momose et al.
(2014) at z = 3.1, which are not reliable at r > 40
pkpc due to systematics (and therefore represented with
open circles; Momose et al. 2014, see also Feldmeier et al.
2013). Magenta dots represent the data in the LAE over-
density bin 2.5 < �LAE < 5.5 by Matsuda et al. (2012),
which we also used in Mas-Ribas & Dijkstra (2016) given
the value of our LAE overdensity.
Our fiducial model reproduces the observations well

within the range 20 <⇠r <⇠40 pkpc. At shorter dis-
tances, the Ly↵ surface brightness may be enhanced
by resonantly scattered Ly↵ that escapes from the cen-
tral LAE and/or by fluorescence (Mas-Ribas & Dijkstra
2016). Systematics may in turn a↵ect the data at r >⇠40
pkpc, although the fiducial model reproduces the data
from Matsuda et al. (2012) at these scales remarkably
well. The other clustering prescriptions reproduce the
observed surface brightness levels to within a factor of
⇠ 2 at 20 <⇠r <⇠40 pkpc. In general, they give rise to flat-

ter surface brightness profiles, which reflects that in these
models ⇠
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is flatter at r <⇠100 pkpc. The impact of the
di↵erent clustering prescriptions becomes more severe at
r <⇠20 pkpc. However, as we mentioned previously, here
we expect the surface brightness profile to be enhanced
by Ly↵ and LyC photons that escaped from the central
LAE.

3.2. UV

The right panel in Figure 2 shows the predicted UV sur-
face brightness profiles. We use the same symbols and
colors as in the left panel. The horizontal dashed line

shows the UV surface brightness level below which the
data by Momose et al. (2014) is a↵ected by systematics.
This figure shows that at 20 <⇠r <⇠40 pkpc our fiducial
model predicts a UV profile above the observations by
a factor of ⇠ 3, while the other clustering prescriptions
lie within a factor of ⇠ 1.5� 2. Our fiducial model thus
results in an excess - by a factor of ⇠ 3 - of UV emission
in the halos of LAEs. This result may reflect an overesti-
mated star formation rate density in faint galaxies (i.e.,
⇢satSFR). Based on analysis and modeling of Hubble Space
Telescope observations aimed at detecting long-duration
gamma-ray bursts host galaxies at high redshift, Trenti
et al. (2012) inferred that ⇠ 30% (⇠ 40%) of the total
star formation at z ⇠ 3 (z <⇠5) occurs in galaxies too faint
to be directly detected. This result is broadly consistent
with the di↵erence observed here, although the reduced
emissivity value would also result in Ly↵ profiles below
the observations by the same factor if no other param-
eters are tuned. An overestimated escape fraction fUV
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LLy↵ [erg s�1] = 1.3⇥ 1042 SFR [M� yr�1]

LUV [erg s�1 Hz�1] = 8⇥ 1027 SFR [M� yr�1]

Case-B recombination ! departures at low metallicities
Ne ~ 100 cm-2

Te ~ 104 K
1 – 100 Msun stellar masses
Salpeter IMF
<EWLyα> ~ 80 A
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22 Ota et al.

Figure 16. The rest frame Lyα EW (EW0) as a function of UV
continuum luminosity (MUV). The arrows show lower limits on
EW0 and MUV. The red circles show the z = 7 LAE candidates
detected in the UV continuum in both SDF and SXDS while the
blue triangles indicate the objects with an extremely faint or zero
Lyα flux (0 ≤ EW0 < 10Å) and z′ − NB973 < 0 color (likely
considered z ∼ 7 LBGs; see Section 3.5 and Tables 2 and 3 for
their details). The dotted curves are the EW0’s at the fixed Lyα
luminosities L(Lyα) = 10, 5, 2, 1, 0.5, 0.2, 0.1× 1043 erg s−1 from
top to bottom.

only the z = 7 LAEs detected in the UV continuum and
do not include any EW0 lower limits of the LAEs unde-
tected in the UV continuum. Hence, there is no uncer-
tainty due to including any EW0 lower limits. Moreover,
these three bins comprise two thirds of (4 out of the 6)
z = 7 LAEs detected in the UV continuum in SDF. The
EW0’s of these bins are lower than typical EW0’s (and
EW0’s limits) of the z = 5.7 and z = 6.6 LAEs. Hence,
there is a possiblity that Lyα emission of a fraction of
z = 7 LAEs might be more strongly attenuated by possi-
bly higher fraction of neutral IGM at z = 7 than z = 5.7
and z = 6.6 although our z = 7 LAE sample size is much
smaller than those of the z = 5.7 and 6.6 LAEs.
On the other hand, previous studies found that both

z = 3.1–6.6 LAEs and z ∼ 3–6 LBGs share the same
trend in the EW0–UV luminosity relation that there is
an apparent deficit of high Lyα EW galaxies with a bright
UV luminosity. Galaxies with a fainter UV continuum
tend to exhibit a stronger Lyα EW (Shapley et al. 2003;
Ando et al. 2006; Shimasaku et al. 2006; Stanway et al.
2007; Deharveng et al. 2008; Ouchi et al. 2008; Vanzella
et al. 2009; Stark et al. 2010; Kashikawa et al. 2011). This
trend has been clearly confirmed by the previous stud-
ies in the EW0–MUV relation in such a way that EW0
systematically decreases as UV luminosity increases. To
see if this also applies to z = 7 LAEs, we plot the EW0–
MUV diagram of our z = 7 LAE candidates in SDF and
SXDS in Figure 16. We find that our z = 7 LAE candi-
dates also lack the high EW bright UV luminosity objects
and that those with fainter MUV exhibit higher EWs fol-
lowing the same trend as that seen for lower redshift
LAEs and LBGs. We also plot the objects with an ex-
tremely faint or zero Lyα flux (0 ≤ EW0 < 10Å) and
z′ −NB973 < 0 color (likely considered z ∼ 7 LBGs; see
Section 3.5 and Tables 2 and 3 for their details). They

show brighter UV luminosities than z = 7 LAEs and lo-
cated at the low-EW0, high-MUV edge of the EW0–MUV
trend.
The physical mechanism of the EW0–MUV trend of

LAEs and LBGs has not been fully understood yet, but
several studies suggested a few different explanations;
e.g., higher metallicities in the UV-bright galaxies, older
stellar populations in the UV-bright galaxies, enhance-
ment of EWs of UV-faint galaxies at a pre-outflow phase
by clumpy dust extinction and low EWs of low dust UV-
bright galaxies at an outflow phase with a long history of
starburst since its onset (Ando et al. 2006; Ouchi et al.
2008; Kobayashi, Totani & Nagashima 2010). Whatever
the origin would be, the EW0–MUV trend also exists for
the galaxies at the epoch as early as z = 7.

5. DISCUSSION

In the previous sections, we have derived the Lyα LF,
the UV LF and the EW0 distribution of the z = 7 LAEs
from our observations. Then, we have found that the
Lyα LF of LAEs evolves from z = 5.7 and 6.6 to 7 and
from z = 7 to 7.3, that the UV LF of LAEs evolves
from z = 5.7–6.6 to 7 and that most of the EW0’s of
the z = 7 LAEs detected in the UV continuum are lower
than those of z = 5.7 and 6.6 LAEs. All these results
would suggest that LAEs themselves do evolve and neu-
tral fraction of IGM could also increase from z = 5.7–6.6
to 7. In this section, we further investigate and discuss
this by extracting the number and luminosity densities of
LAEs as well as comparing the observation results with
theoretical models of galaxy evolution and reionization.

5.1. Evolution of Number and Luminosity Densities of
LAEs

If LAEs evolve and/or their detectability is affected by
the attenuation of their Lyα emission by increasing neu-
tral IGM towards higher redshift, the number, Lyα lumi-
nosity and UV continuum luminosity densities of LAEs
would evolve with redshift. More specifically, the change
in the number and Lyα luminosity densities reflects both
galaxy evolution and attenuation of Lyα by neutral IGM
while the UV luminosity density traces only galaxy evo-
lution. Hence, comparing the redshift evolution of these
three types of densities, we could obtain some implica-
tions for LAE evolution and reionization.
The number and luminosity densities can be calculated

by integrating the Lyα and UV LFs to certain Lyα and
UV luminosity limits. In Section 4.1, we derived the Lyα
LFs of z = 7 LAEs (differential one and two types of cu-
mulative ones) and fitted the Schechter functions (with a
fixed slope α = −1.5) to them. The best-fit results were
presented in Table 5 together with those of the z = 5.7,
6.6 and 7.3 Lyα LFs obtained from the previous Sub-
aru LAE surveys (Ouchi et al. 2008, 2010; Kashikawa et
al. 2011; Konno et al. 2014). We can calculate number
and Lyα luminosity densities by integrating these best-fit
Schechter functions. As for the Lyα luminosity limit, all
these previous Subaru LAE surveys and our z = 7 LAE
one reached comparable depths of L(Lyα) ≃ 2×1042 erg
s−1. Ouchi et al. (2008, 2010) and Konno et al. (2014)
already calculated the observed number and/or Lyα lu-
minosity densities (nobs

Lyα and/or ρobsLyα) of their LAEs at
z = 5.7, 6.6 and 7.3, respectively, by integrating their
best-fit Schechter functions to the common Lyα lumi-
nosity limit of logL(Lyα) (erg s−1) = 42.4. To facilitate
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Fig. 3.— Left panel: Radial H↵ surface brightness profiles predicted by our di↵erent models. Lines and colors are the same as in Figure
2. The two shaded areas display the regions 0.2  fH↵

esc  0.7 and 0.1  fH↵

esc  0.1 for the fiducial model (black solid line). The blue

(red) error bars indicate the values and uncertainties for the predicted observations of halos around LAEs (SFGs) described in § 3.3.1
(§ 3.3.2). Right panel: Same as in the left panel but considering the visible continuum emission at 6816 Å rest-frame, computed assuming
EWH↵

= 300 Å. The shaded areas represent the ranges 450 � EWH↵

[Å] � 150 and 700 � EWH↵

[Å] � 50 for the fiducial model. The red
and blue data points at r = 20 pkpc fall slightly above the solid black line due to averaging the signal around such a steep regions. The
red vertical lines have been slightly shifted from their original position to facilitate the visualization.

would produce the same e↵ect, though we consider this
possibility unlikely. Alternatively, we may have overesti-
mated the abundance of sources in the halo of LAEs due
to clustering. We investigate the predicted luminosity
and spatial distributions of satellites for various models,
and the dependence on luminosity function parameter
values in Appendix A. In § 4.1, we further discuss the
significant e↵ect of a likely evolution of the Ly↵ rest-
frame equivalent with the UV magnitude of the sources.

3.3. H↵

Our predictions can be tested with future observations
of H↵ surface brightness profiles since H↵ falls into the
wavelength range covered by the JamesWebb Space Tele-
scope (JWST; Gardner et al. 2006). In addition, H↵ does
not resonantly scatter, which simplifies interpreting its
surface brightness profile compared to Ly↵, and enables
distinguishing between the di↵erent possible origins of
LAHs.
The left panel in Figure 3 displays the predicted H↵

surface brightness profiles. Our fiducial model is rep-
resented by the solid black line and (conservatively) as-
sumes fH↵

esc = 0.4. The impact of varying fH↵

esc and other
models are shown in the same way as in Figure 2. The
fiducial profile rises above 10�19 erg s�1 cm�2 arcsec�2 at
distances r <⇠20 pkpc. The red and blue error bars repre-
sent the predicted uncertainties on the surface brightness
profile, as if it was observed by the near infrared camera
(NIRCam) onboard JWST considering the two observa-
tional strategies described below. The surface bright-
ness uncertainties are derived from the signal-to-noise
ratio (SNR), which decreases from SNR ⇠ 14 (⇠ 48)
at r = 20 pkpc to SNR ⇠ 0.4 (⇠ 1.4) at r = 80 pkpc

for halos around observed LAEs (star-forming galaxies,
SFGs). We detail the calculations of the SNR in Ap-
pendix B. The left panel in Figure 3 indicates that the
H↵ emission predicted by the various models can be de-
tected up to distances r >⇠80 pkpc when stacking the

SFGs expected in the field of view (FOV)9. Considering
uniquely the emission around observed LAEs and our
adopted observational strategy, NIRCam can prove the
halos up to r ⇠ 40 pkpc, yielding upper limits at larger
distances (see below). However, the presence of star for-
mation at large distances from the central LAEs can be
assessed up to r ⇠ 80 pkpc with observations of H↵ and
visible continuum radiation around star-forming galaxies
(red error bars in both panels of Figure 3.

3.3.1. NIRCam H↵ observations of LAEs

The Multi-object Spectroscopy10 (MOS) observing
mode of the near infrared spectrograph (NIRSpec) would
be desirable for our observations, given the large FOV,
high spectral resolution (up to R ⇠ 2700), and the ob-
tention of the spectra over a broad wavelength range.
However, observations of nearby areas of the sky with
contiguous (in the direction of dispersion) elements of the
Micro-shutter Assembly (MSA) result in spectra overlap-
ping. The Integral-field Unit11 (IFU) spectroscopy mode
circumvents this problem with the use of 3-dimensional

9 Zhang et al. (2016) have already demonstrated in a recent work
the strength of the stacking technic applied to H↵ radiation around
low redshift galaxies.

10 https://jwst-docs.stsci.edu/display/JTI/NIRSpec+
Multi+Object+Spectroscopy

11 https://jwst-docs.stsci.edu/display/JTI/NIRSpec+IFU+
Spectroscopy
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Breaking degeneracies:

-  Strong Lyα, no UV, no Hα  ! scattering or cooling

-  Lyα vs Hα profile  ! importance of scattering 

-  UV vs Hα profile   ! ‘in-situ’ vs fluorescence
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2 Mas-Ribas, Hennawi, Dijkstra, Davies, Stern & Rix

Mas-Ribas & Dijkstra (2016) that the fluorescent e↵ect
of the central galaxy cannot explain the observed surface
brightness profiles at distances r >⇠20 physical kpc.
In Mas-Ribas & Dijkstra (2016), we developed the ana-

lytical formalism to quantify the fluorescent signal in Ly↵
halos around star-forming galaxies at z = 3.1, which con-
nects the properties of the extended emission with those
of the galaxy and the CGM, and that can be applied
here: A fraction of the ionizing radiation escaping the
galaxy and interacting with the CGM gas will produce
H↵ recombination photons in response to the CGM ab-
sorption (fluorescence). The radial profile of these H↵
halos is thus sensitive to the escape fraction of ionizing
radiation and the covering factor of CGM gas.
We demonstrated in Mas-Ribas & Dijkstra (2016) that

the fluorescent radiation from the central galaxy at z ⇠ 3
dominates the surface brightness profiles close to the cen-
ter (r <⇠20 � 40 pkpc, depending on the CGM model)
but, at larger distances, the fluorescent e↵ect of possi-
ble faint satellite sources in the halo can overcome the
signal of the central galaxy. However, the overall flu-
orescent emission at large distances is low and cannot
explain the observations. We recently showed in another
work, Mas-Ribas et al. (2017), that the in-situ nebular
radiation from the satellite galaxies is more important
than that from fluorescence at large distances from the
center, and can partially (if not totally) explain the ex-
tended emission at such scales. This analysis also allowed
us to put constraints on the presence of satellite galax-
ies in the halo of the central objects at z ⇠ 3. We also
apply this formalism in the current study, assuming that
the faint radiation sources reside the surroundings of the
more massive and brighter galaxies.
We make use of our two previous analyses in order to

predict the observed H↵ and continuum surface bright-
ness profiles at z = 6.17 for several models, which allow
for constraining the value of the ionizing escape fraction
and the presence of faint galaxies during reionization. In
§ 2, we summarize the formalism for the calculation of
the surface brightness profiles and in § 3 our observa-
tional strategy to detect the extended emission. In § 4,
we present our results before discussing and concluding
in § 5.
We assume a flat ⇤CDM cosmology with values

⌦⇤ = 0.7, ⌦m = 0.3 and H0 = 68 km s�1 Mpc�1.

2. FORMALISM

We present the calculations of the H↵ surface bright-
ness profiles for the central galaxies in § 2.1, and for satel-
lite sources in § 2.2, resulting in a total radial profile at
impact parameter b from the central galaxy

SBH↵(b) = SBcen
H↵ (b) + SBsat

H↵(b) . (1)

2.1. Surface Brightness from the Central Galaxy:

Fluorescent emission

We calculate the surface brightness due to the central
galaxies as (see Mas-Ribas & Dijkstra 2016 for a detailed

Fig. 1.— Left panel: Radial profiles of neutral gas covering factor,
which denotes the number of self-shielding clumps along a di↵er-
ential length at a distance r from the central galaxy. Right panel:

Profiles for the escape fraction of ionizing photons, i.e., the frac-
tion of the total number of photons reaching a distance r without
being absorbed or destroyed. The blue and dashed magenta lines

represent the two CGM models, parametrized accounting for the
value of the escape fraction at the virial radius (denoted as dashed
vertical line).

derivation of this formula)

SBcen
H↵ (b) =

2

(1 + z)4

Z 1

b

r drp
r2 � b2

k(r) ṅion fc(r) f
ion
esc (r) .

(2)
Here, ṅion is the ionizing photon rate and k(r) is the
conversion factor between ionizing photons and H↵ flux
(see § 2.1.1). fc(r) and f ion

esc (r) are the radial gas cov-
ering factor, which denotes the number of self-shielding
clumps along a di↵erential length at a distance r from
the central galaxy, and the ionizing photon escape frac-
tion, denoting the fraction of ionizing photons able to
reach a distance r without being absorbed, respectively
(see § 2.1.2). These two parameters are related as
f ion
esc (r) = exp[�

R r
0
fc(r)dr]. In practice, we set the up-

per limit of the integral in Eq. 2 to 250 physical kpc,
adopted as the limit of the galactic halo, although varia-
tions of a few tens of kpc around this value do not greatly
alter our results. We consider a 100% escape fraction for
the fluorescent H↵ photons produced by this method in
the CGM. Values other than this, linearly rescale our
profiles.

2.1.1. Radiative Flux, k(r) and ṅion

For the SFR of the central galaxies, we adopt the
redshift-dependent average values from the analytic for-
mula in Bouwens et al. (2015),

SFR [M� yr�1] = 15.8⇥ 10�0.24(z�6) , (3)

which results in SFR = 14.38M� yr�1 at z = 6.174. The
ionizing photon rates follow from the expression (Robert-

4 This SFR value results in a Ly↵ luminosity consistent with
L⇤ Lyman alpha emitter (LAEs) in Matthee et al. (2015), for a
faint-end slope of the luminosity function ↵ = �2.
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Conclusions  

Halo star formation may play a major role to extended         

halos & cosmic photon budget

 Evolution of the EWLyα with MUV required by observations

 Observations of Hα and continuum emission key to probe 
 the origin of LAHs

 Observations of fluorescent halos may be used to 
 infer the ionizing escape fraction during EoR
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