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Fig. 5. Marginalized posterior contours in the ⌦m-�8 plane (left) and in the ⌦m-S8(↵ = 0.45) plane (right), where S8(↵) ⌘ �8(⌦m/0.3)↵, in the fiducial
⇤CDM model. Both 68% and 95% credible levels are shown. For comparison, we plot cosmic shear results from KiDS-450 with correlation function (CF)
estimators (Hildebrandt et al. 2017) and with quadratic estimators (QE) (Köhlinger et al. 2017) and DES Y1 (Troxel et al. 2018) with the same set of cosmological
parameters and priors as adopted in this paper, as well as WMAP9 (Hinshaw et al. 2013) (yellow) and Planck 2015 CMB constraints without CMB lensing (Planck
Collaboration et al. 2016) (purple).

Fig. 6. The 68% credible interval on S8(↵ = 0.5) from the HSC first-year data in the ⇤CDM model as well as from several literature.

shear can tightly constrain a combination of cosmological pa-
rameters S8(↵) ⌘ �8(⌦m/0.3)

↵, which we adopt to quantify
cosmological constraints from the HSC first year data. By car-
rying out a linear fit of the logarithm of the posterior samples
of ⌦m and �8, we find that the tightest constraints for S8 are
obtained with ↵ = 0.45. However, the previous studies by
DES (Troxel et al. 2017) and KiDS (Hildebrandt et al. 2017;
Köhlinger et al. 2017) have presented constraints on S8 with
↵ = 0.5. To present best constraints as well as constraints that
can be directly compared with these previous cosmic shear re-
sults, in this paper we present our results of S8 both for ↵=0.45

and ↵= 0.5.

In Figure 5, we show our marginalized constraints in ⌦m-
�8 and ⌦m-S8(↵ = 0.45) planes. As expected, there is no
strong correlation between ⌦m and S8. We find S8(↵=0.45)=

0.800
+0.029
�0.028 and ⌦m = 0.162

+0.086
�0.044. Our HSC first-year cos-

mic shear analysis places a 3.6% fractional constraint on S8,

which is comparable to the results of DES (Troxel et al. 2017)
and KiDS (Hildebrandt et al. 2017). For comparison, we find a
slightly degraded constraint on S8(↵ = 0.5) = 0.780

+0.030
�0.033 for

↵ = 0.5. We compare our constraints in the ⌦m-�8 and ⌦m-
S8(↵ = 0.5) planes with cosmic shear results from DES Y1
(Troxel et al. 2018) and also from KiDS-450 with two differ-
ent methods, correlation functions (CF; Hildebrandt et al. 2017)
and quadratic estimators (QE; Köhlinger et al. 2017). Note that
the plotted results from DES Y1 use the same set of cosmo-
logical parameters and priors as adopted in this paper, and are
different from the fiducial constraints in Troxel et al. (2018).
For the KiDS results, we show the same constraints as shown in
the literature but not corrected for the noise covariance (Troxel
et al. 2018). Figure 6 compares the values of S8(↵ = 0.5) and
their 1-� errors among recent cosmic shear studies. We find
that there is no significant difference between the S8 values ob-
tained by these independent studies. Our result for S8 is smaller
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Cosmology at a crossroads
Wendy L. Freedman

We are at an interesting juncture in cosmology. Despite vast improvements in the measurement 
accuracy of the Hubble constant, a recent tension has arisen that is either signalling new physics or 
as-yet unrecognized uncertainties.

Just under a century ago, Edwin Hubble 
revolutionized cosmology with 
his discovery that the Universe is 

expanding. Hubble found a relationship 
between radial velocity and the distance 
to nearby galaxies, determining the 
proportionality constant H0 (= v/r), that 
now bears his name. The Hubble constant 
remains one of the most important 
parameters in cosmology. An accurate value 
of H0 can provide a powerful constraint 
on the cosmological model describing the 
evolution of the Universe. In addition, it 
characterizes the expansion rate of the 
Universe at the current time and defines the 
observable size of the Universe; its inverse 
sets the expansion age of the Universe.

Hubble originally measured a value 
of H0 = 500 km s–1 Mpc–1 (ref. 1). Later 
revisions led to a range between 50 and 
100. Resolution of this discrepancy 
ultimately required the ability to measure 
accurate distances: a new generation of 
digital detectors and the launch of the 
Hubble Space Telescope (HST). As part 
of the Hubble Key Project, the value of 
H0 was measured to be 72 ± 2 (statistical) 
±7 (systematic) km s–1 Mpc–1 (ref. 2). 
Since that time, the error bars on H0 have 
continued to decrease, but this locally and 
directly measured value of H0 has remained 
largely unchanged.

Over the past 15 years, measurements 
of the fluctuations in the temperature of 
the remnant radiation from the Big Bang 
have provided a relatively new means of 
estimating the value of the Hubble constant. 
This very different approach has led us 
to an interesting crossroads, yielding a 
lower derived value of H0 (see Fig. 1). If 
this discrepancy persists in the face of 
newer and higher precision and accuracy 
data, it may be signalling that there is new 
physics to be discovered beyond the current 
standard model of cosmology.

The classical (local) route to an accurate 
value of H0 currently has two distinct 
components: (1) the calibration of stellar 
luminosities and distances to nearby galaxies 
(traditionally using Cepheid variables), and 

(2) the calibration of more luminous objects 
(type Ia supernovae) providing distances 
extending well into the distant smooth 
Hubble flow. The prescription for measuring 
accurate Cepheid distances to galaxies 
has been well tested and is described in 
detail elsewhere2–4. Briefly, Cepheids are 
identified at optical wavelengths (where 
the amplitude of variability is largest), and 
then followed up at longer wavelengths 
where corrections for extinction due to 
dust are minimized. The Cepheid distance 
scale is now anchored to geometric parallax 
measurements of stars within the Milky 
Way (and tested using several independent 
techniques). In the second step, relative 
distances to galaxies out to cosmological 
redshifts of z ~ 0.1 (v = 30,000 km s –1) 
are measured from the peak brightness 
of type Ia supernovae (SNe Ia). Cepheid 
variables are identified in nearby galaxies 

that have well-observed SNe Ia, enabling 
the absolute calibration needed for the 
determination of H0.

Since the time of the Hubble Key Project, 
there has been tremendous progress in 
decreasing known systematic errors. The 
improvements have come with increases 
to the samples of SNe Ia galaxies4, a 
geometric measurement of the distance 
to the nearby galaxy NGC 4258 (ref. 5), 
geometric parallaxes for a sample of Milky 
Way Cepheids6 , and new mid-infrared 
measurements from the Spitzer Space 
Telescope of Cepheids in the Milky Way and 
the Large Magellanic Cloud7. All of these 
refinements yield values of H0 consistent 
with 73 km s–1 Mpc–1 to within a margin of 
error of a few per cent. The most recent local 
value4 asserts an uncertainty of only 2.4%. 
Independently, measurements of time delays 
for two new gravitational lens systems by 
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Figure 1 | The current tension in the determination of H0. Recent values of H0 as a function of publication 
date since the Hubble Key Project. Symbols in blue represent values of H0 determined in the nearby 
Universe with a calibration based on the Cepheid distance scale. Symbols in red represent derived 
values of H0 based on an adopted cosmological model and measurements of the CMB. Labels indicate 
the different experiments and data sets used for the determination of H0 values. The blue- and red-
shaded regions show the evolution of the uncertainties in these values, which have been decreasing 
for both methods. The most recent measurements disagree at greater than 3σ. Figure adapted from 
ref. 12, AAS/IOP.
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Figure 1 | The current tension in the determination of H0. Recent values of H0 as a function of publication 
date since the Hubble Key Project. Symbols in blue represent values of H0 determined in the nearby 
Universe with a calibration based on the Cepheid distance scale. Symbols in red represent derived 
values of H0 based on an adopted cosmological model and measurements of the CMB. Labels indicate 
the different experiments and data sets used for the determination of H0 values. The blue- and red-
shaded regions show the evolution of the uncertainties in these values, which have been decreasing 
for both methods. The most recent measurements disagree at greater than 3σ. Figure adapted from 
ref. 12, AAS/IOP.
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date since the Hubble Key Project. Symbols in blue represent values of H0 determined in the nearby 
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Weak Gravitational Lensing

Direct measurement of the 
integrated mass content.
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z

<γ1γ1>

<γ2γ2>

<γ1γ2>

Tomography technique  
provides more information from 
the evolution of structure across 
redshift.

Constrain cosmology mainly via 
growth of structure, partially via 
geometry (distance ratios).
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lensing potential ∝ DSL DL

DS
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Systematics to overcome: 
  — Shear calibration  
  — Photometric redshift 
  — Intrinsic alignment 
  — Baryonic effect

astrophysical 
systematics

galaxies with lensing
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Outline of this talk
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Modeling baryonic effects in cosmic shear 

Intrinsic Alignment of galaxies in redMaPPer clusters

Outlook

arXiv:1605.01065, arXiv:1704.06273

with Rachel Mandelbaum, Peter Freeman, Yen-Chi Chen
Eduardo Rozo, Eli Rykoff, Eric Baxter

arXiv:1809.01146
with Tim Eifler, Rachel Mandelbaum, Scott Dodelson
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Halofit (Takahashi+12) ~ 5% ~ 10% ~ 10%

HMcode (Mead+15) ~ 5% ~ 5% ~ 5%

COYOTE Universe (Heitmann+10) ~ 1% ~ 5% ~ 5%
Aemulus Project 
 (DeRose+18) ~ 1% ~ 1%
MIRA-TITAN 
Universe
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Convergence of P( k,z | cosmology) in DMO sims

1 3 10
k  

Uncertainties due to baryonic physics 
~ 10-30%

Emulator

L = 2π/k 0.6 Mpc6 Mpc 2 Mpc

[h Mpc-1]

We rely on gravity-only simulations to interpret survey observables.

The the accuracy of  power spectra need to be at 1% level out to k~10 h Mpc-1 in the era of LSST. 
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Hydrodynamical simulations are far from converging…
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The redshift evolution on P(k) can be really different…
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Safe small scale cut in cosmic shear analysis

11
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FIG. 4. The measured shear correlation function ⇠+ (top triangle) and ⇠� (bottom triangle) for the DES Y1 METACALIBRATION catalog.
Results are scaled by the angular separation (✓) to emphasize features and differences relative to the best-fit model. The correlation functions
are measured in four tomographic bins spanning the redshift ranges listed in Table I, with labels for each bin combination in the upper left
corner of each panel. The assignment of galaxies to tomographic bins is discussed in Sec. II B. Scales which are not used in the fiducial
analysis are shaded (see Sec. VII A). The best-fit ⇤CDM theory line from the full tomographic analysis is also plotted as the solid line. We
find a �

2 of 268 for 211 degrees of freedom in the non-shaded regions, which is discussed in Sec. VIII A.

We also test the level of shape noise in the covariance ma-
trix by comparing halo model covariance predictions for ⇠�
on small scales (2.5 < ✓ < 10 arcmin), where shape noise
dominates, to jackknife estimates for both shape catalogs from
the data. We find very good agreement for METACALIBRA-
TION, but there is an indication that in two tomographic bins,
the shape noise of IM3SHAPE may be underestimated by up
to 20%. We believe this is due to an unresolved issue with the
empirically derived weights as a function of redshift. Since we
use IM3SHAPE only to validate that our shape measurement
and calibration is robust, this would only result in a slight in-
flation of the significance of this test in Sec. IX B.

VI. BLINDING

For the DES Y1 analysis, we have maintained a catalog-
level blinding scheme similar to the DES SV analyses, but
rescaling |⌘| = 2 arctanh |e| by a factor between 0.9 and 1.1
(see [92] for a review of blinding in general). This catalog

blinding 16 was preserved until the catalogs and primary DES
Y1 cosmological analyses and papers (this work and [51])
completed a first round of the DES internal review process.
All calculations were then repeated with the unblinded cata-
logs for the final version of this paper.

In addition to this catalog-level blinding, no comparison
to theory at the two-point level (⇠±) or of cosmological con-
tours was made, nor were central values of any cosmological

16 During the internal review process for [54], it was discovered that separate,
but equivalent, oversights in the shear calibration of the two catalogs led
to a substantial fraction (e.g., the linear part in e) of the blinding factor
being calibrated. This was undiscovered until the catalogs were finalized,
and thus had no impact on catalog-level choices. It is valid to question
whether this invalidated our blinding strategy at the parameter estimation
level. It did not, for two reasons: 1) only a few people in the collaboration
were aware of the potential issue until after we unblinded the cosmolog-
ical parameters, minimizing any impact, and 2) The secondary blinding
enforced at the two-point and parameter level ensured that even had we
become aware of this oversight much sooner, it could not have led to ex-
perimenter bias in our analyses.

(Troxel+18)

DES Y1 scale cut :  4 ~ 6 arcmin
scale cut : 30~70 arcmin

ξ+

ξ-
determined based on 

OWLS-AGN baryonic scenario
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Two baryon mitigation techniques — PCA & HMcode

PCA
(Eifler et al. 2015)

Marginalizing over dominant PC modes
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Our Universe hydro sims

share similar baryonic feature

HMcode (halo model)
(Mead et al. 2015)

Marginalizing over halo structure parameters

A  : Amplitude of concentration-mass relation  
η0 : halo bloating factor (mass dependent feedback)

Modeling options
P(k, z | pco, A, η0)

P(k, z | pco, A)
1968 A. J. Mead et al.

Figure 5. Best-fitting halo-model power to the power spectra of the
OWLS simulations for the DMONLY (black; solid), AGN (purple; long-dashed),
REF (green; medium-dashed) and DBLIM (red; short-dashed) models up to
k = 10hMpc−1 at z = 0.5. These are obtained by fitting both A and η0
(equations 14 and 26) to each model at this redshift. In the top panel we
show "2, while in the middle panel we show the ratio of each spectrum to
the emulator DMONLY case (black crosses in the top panel); one can see that
the freedom introduced by allowing these parameters to vary is able to cap-
ture both the up- and down-turn in power that feedback introduces relative
to the dark-matter-only case. Any residual differences for k !1hMpc−1 are
due to residual errors in our fitting across a range of cosmologies that can
be seen in Fig. 2. Our accuracy is best appreciated in the lower panel, in
which we show the ratio of each halo-model prediction to the corresponding
simulation.

and the parameter η0, where η is defined in equation (26) and η0 is
the first parameter in the full expression for η in Table 2, explicitly

η = η0 − 0.3 σ8(z) . (29)

All other parameters are fixed to their values in Table 2, and the
redshift evolution in the second half of the expression for η is pre-
served from the best fit to the COSMIC EMU nodes. We vary η0 and
A to best fit the OWLS data from simulations DMONLY, AGN, REF

and DBLIM. We construct these power spectra by taking ratios of
the publicly available OWLS baryon models to the DMONLY mod-
els (which produces a smooth curve because the simulations have
matched initial conditions) and then multiplying this ratio by the
COSMIC EMU prediction for the baseline WMAP3 cosmology used for
the OWLS simulations. We do this because the OWLS simulations
are small in volume and the power spectrum would be too noisy
to use in its raw form. The best fits to OWLS power spectra are
shown in Fig. 5 where it can be observed that the freedom permitted
by fitting A and η0 allows the power spectrum of HMCODE to trace
the residual displayed by the OWLS simulations accurately over
the range of scales shown. Particularly, note that the variation is
able to reproduce both the up-turn due to gas cooling, enhancing
clustering around k = 10hMpc−1, and the down-turn due to mass
being expelled from the halo, which can impact the relatively large
scale of k = 0.3hMpc−1.

Figure 6. Best matches to the power spectrum from the OWLS simulations
found by varying halo structure via A and η0 (equations 14, 26 and 29)
from z = 0 to 1. The contours enclose regions of parameter space that
match the power spectra with an average error of 2.5 per cent (inner) and
5 per cent (outer) from k = 0.01 to 10hMpc−1 and the crosses mark the best-
fitting point. We show contours for the DMONLY (black; solid), AGN (purple;
long-dashed), REF (green; medium-dashed) and DBLIM (red; short-dashed)
cases. These ranges can be used to place a prior on the range of η0 and
A to be explored in a cosmological analysis as they encompass the range
of behaviour expected from plausible feedback models. The dashed line
(equation 30) shows a relation between η0 and A that could be used to
provide a single-parameter fit to all models. The grey cross is the best-fitting
value to all the COSMIC EMU simulations, whereas the black cross is the best
match to the specific cosmology used in the DMONLY model.

Table 4. Parameter combinations of η0 and A that best fit
OWLS data from z = 0 to 1 via the halo-model approach
described in the text. These parameters are those at the
centres of the ellipses in Fig. 6. The OWLS simulations
can be matched at the 5 per cent level over the redshift
range. That the values of η0 and A differ in the case
of ‘all COSMIC EMU simulations’ compared to DMONLY is
because a slightly improved fit is possible in the case of
dealing with a specific cosmology, which in the case of
OWLS is the slightly outdated WMAP3 ($m = 0.238,
$b = 0.0418, σ 8 = 0.74, ns = 0.951, h= 0.73).

Model η0 A

All COSMIC EMU simulations 0.60 3.13
DMONLY (WMAP3 from OWLS) 0.64 3.43
AGN 0.76 2.32
REF 0.68 3.91
DBLIM 0.70 3.01

In Fig. 6, we show how the goodness of fit varies as parameters
A and η are varied for the various feedback recipes. The contours
enclose regions of parameter space in which the average error is
2.5 per cent (inner) and 5 per cent (outer), where the average is
taken over all scales between k = 0.01 and 10hMpc−1, binned
logarithmically. One can see that these parameters distinguish well
between the simulated AGN model and the other models, DBLIM is
marginally distinguished, but parameters that fitted DMONLY and REF

best are nearly identical. The distinguishability is directly related
to the magnitude of the effect that each model has on the power
spectrum (for k < 10hMpc−1), which can be seen in the middle
panel of Fig. 5. Our best-fitting parameters for each model are
given in Table 4. The AGN model clearly favours less concentrated

MNRAS 454, 1958–1975 (2015)Downloaded from https://academic.oup.com/mnras/article-abstract/454/2/1958/1050617
by Acquisitions Dept Hunt Library user
on 23 January 2018

 η0 = 0.98-0.12A

A

η0
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LSST Year 10 Likelihood simulation setting up
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Procedures of PCA

Δ  =  Bsim1-M Bsim2-M Bsim9-M…

AGN DBLIMFV1618 WML4

 Step 1 Build difference matrix Δ

9 OWLS hydro sims

990x9

Bsim1,ch-Mch …

AGN DBLIMFV1618 WML4

Bsim2,ch-Mch

Bsim9,ch-Mch

Apply covariance driven 

weighting factor L-1 

Mch = L-1 M
Bsim1,ch = L-1 Bsim1

L is the square root of C = L Lt  
                    (Cholesky Decomposition)

 Step 2 
Δch  =  
L-1 Δ = 

990x9

— Quantify the discrepancy in terms of weighted difference
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Procedures of PCA — compute PC basis

Bsim1,ch-Mch …
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Procedures of PCA — compute PC basis

Bsim1,ch-Mch …
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BOWLS,ch-Mch = L-1 (BOWLS-M) = Σ Qi PCi
i=1

9

Procedures of PCA —9 PCs to span the baryonic uncertainty.
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Procedures of PCA — exclude PC modes in likelihood analysis

log L ∝ - [ D-M ]t     C-1     [ D-M ] 

= - [ D-M ]t (Lt)-1 L-1 [ D-M ]

de-correlate  
(Cholesky decomposition)

= - [ Dch-Mch ]t  I   [ Dch-Mch ]
Mch = L-1 M
Dch = L-1 D

Fitting :  UPNUt [Dch-Mch(pco)]
 Step 4 Exclude PC modes

U  =  …PC1 PC2 PC990

990 x 990

… PC9
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Procedures of PCA

Fitting :  UPNUt [Dch-Mch(pco)]
 Step 4 Exclude PC modes

log L ∝ - [ D-M ]t     C-1     [ D-M ] 

= - [ D-M ]t (Lt)-1 L-1 [ D-M ]

de-correlate  
(Cholesky decomposition)

= - [ Dch-Mch ]t  I   [ Dch-Mch ]
Mch = L-1 M
Dch = L-1 D

U  =  …PC1 PC2 PC990

990 x 990

… PC9

— exclude PC modes in likelihood analysis
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Procedures of PCA

Fitting :  UPNUt [Dch-Mch(pco)]
 Step 4 Exclude PC modes

.
P1 = 

0111..

exclude 1 pc mode

990 x 990

exclude 2 pc modes

.
P2 = 

0011..
990 x 990

P: projection matrix

log L ∝ - [ D-M ]t     C-1     [ D-M ] 

= - [ D-M ]t (Lt)-1 L-1 [ D-M ]

de-correlate  
(Cholesky decomposition)

= - [ Dch-Mch ]t  I   [ Dch-Mch ]
Mch = L-1 M
Dch = L-1 D

U  =  …PC1 PC2 PC990

990 x 990

… PC9

— exclude PC modes in likelihood analysis
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Procedures of PCA

Fitting :  UPNUt [Dch-Mch(pco)]

.
P1 = 

0111..

exclude 1 pc mode

990 x 990

P: projection matrix

exclude 2 pc modes

.
P2 = 

0011..
990 x 990

 Step 4 Exclude PC modes

log L ∝ - [ D-M ]t     C-1     [ D-M ] 

= - [ D-M ]t (Lt)-1 L-1 [ D-M ]

de-correlate  
(Cholesky decomposition)

= - [ Dch-Mch ]t  I   [ Dch-Mch ]
Mch = L-1 M
Dch = L-1 D

U  =  …PC1 PC2 PC990

990 x 990

… PC9

— exclude PC modes in likelihood analysis
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No baryonic mitigation technique applied
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The performance of PCA after excluding 1 PC mode
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The performance of PCA after excluding 9 PC mode
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Performances of PCA v.s. HMcode — the criteria

A successful baryon mitigation approach :  

1. Flexible enough to cover all possible uncertainties caused by baryons

2. Limited degrees of freedom to preserve constraining power on cosmology

marginalized 
posterior

w0

wa

no mitigation

fiducial value

Residual bias < 0.5 σ     
                             (σ: 1D marginalized error)

The smaller 1σ marginalized error, the better. 
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1. Model flexibility
Residual bias < 0.5 σ    

2. Residual constraining power

(ũmax ≈ 2000)
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1. Model flexibility
Residual bias < 0.5 σ    

2. Residual constraining power

(ũmax ≈ 2000)
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Results for MB2 and Horizon-
AGN are similar as Eagle.
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Performances of PCA v.s. HMcode — pushing to ℓmax ≈ 5000 (ℓmax ≈ 5000)

Eagle PCA (`max = 5000)

Eagle HMcode (`max = 5000)
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(PCA posteriors here are results when excluding 9 PC modes — the most conservative choice)

Results for MB2 and Horizon-AGN are similar as Eagle.
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HMcode is designed to mitigate P(k) up to k ~ 10 h Mpc-1

HMcode M(pco,A,η0)
M(pco,A)

  η0 = 0.98-0.12A

18 Huang et al.
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Figure 12. The 2D constraints on the HM���� halo structure parameters
A and ⌘0 from our simulated likelihood analysis for baryonic scenarios
of Eagle (blue/solid), MB2 (red/dotted), Illustris (green/dot-dashed), and
Horizon-AGN (yellow/dashed). The black line plots the relationship between
A and ⌘0 that is used to provide single-parameter fit in HM����. Both 68%
and 95% confidence levels are shown.

5.3.3 Baryonic feature constraint from HM����

In Fig. 12, we plot the 2D posterior distributions on A and ⌘0 for
various baryonic scenarios in colored contours, along with Eq. (31)
shown in the black line. We can see that although relying on this
A-⌘0 relationship is not e�ective enough to mitigate baryonic bias in
most of baryonic recipes under LSST-like survey, the suggested re-
lationship is still good enough to pass the 68% contours in all cases.
Therefore, instead of following a fixed relationship like Eq. (31) or
allowing both A and ⌘0 vary unboundedly, setting an A-dependent
prior on ⌘0 may help recover some cosmological constraining power
while still reducing biases in cosmological parameters when using
HM����.

Now that we have derived the best-fitted A and ⌘0 for various
baryonic scenarios, as marked with the cross symbols in Fig. 12,
we can compare the power spectra generated from HM���� at the
best-fitted values of (A, ⌘0) to the original power spectra derived
directly from the simulation data. In Fig. 13, the solid lines indicate
best-fitted power spectra from HM����, and the dotted or dashed
lines are directly computed from hydro simulations at z = 0, 1, 2, 3.
Firstly, HM���� cannot account for the cooling feature of hydro
simulations, which leads to a turn-over in the power spectrum ra-
tio at k & 10 h

�1Mpc. This is expected as according to M15, the
halo-model power is accurate to ⇡ 5% only for k  10 h

�1Mpc and
z  2. Because of this limitation, HM���� tends to produce a shal-
lower suppression of power for a given k (when k  10 h

�1Mpc)
compared with MB2/Eagle/Horizon-AGN, in order to compensate
for the lack of cooling prescription at k > 10 h

�1Mpc. RM: Here
might be a place to express appropriate skepticism of the steepness
of the cooling feature as Tiziana had suggested, but then emphasize
that given the ` coverage we cannot ignore these scales (and neither

Table 5. Similar to Table 4, but now for the likelihood simulations with
mock observables pushing to `max ⇡ 5000.

MB2/Eagle Horizon-AGN Illustris
HM���� (A) all fail all fail all fail
HM���� (A, ⌘0) all pass ⌦m �8 w0��wa ��⌦m⇢⇢�8 w0 wa

PCA (trained by 9 sims) all pass all pass all fail
PCA (trained by 12 sims) all fail

can HM����. HH: How about I command this point on conclu-
sion? I have a relevant point there. RM: OK Secondly, the redshift
evolution of HM���� power spectra is too monotonic, failing to
capture the complicated evolutionary pattern that generally exists
in hydrodynamical simulations. The redshift evolution patterns can
be very di�erent for various baryonic scenarios. HM����’s overly-
simplistic redshift evolution may be due to the fact that only two
nuisance parameters is insu�cient to describe the more complex
redshift evolution that may exist in reality. One straightforward pos-
sibility is to add redshift dependences to A and ⌘0. Further devel-
opments on halo model approaches to account for k > 10 h

�1Mpc
power spectra are needed. RM: Need citations for this statement!
HH: Um... So my information was wrong after confirmed with Alex.
There’s no citation for this, and people seem to care primary about
k < 10. How about I simply change my tone for this sentence. RM:
Sure. Although the current model does not describe all the complex-
ity of possible modifications of P(k) due to baryonic physics, we
can still use HM���� to gain insight into the strength of feedback
from the constrained values of A and ⌘0. As shown in Fig. 12, the
Illustris-like Universe tends to have small A and large ⌘0.

5.4 Pushing to even smaller angular scales: `max of 5000

Until now, all elements of our analysis have been based on mock
tomographic shear data vectors with `max ⇡ 2000, which is a con-
servative choice under the limitation that we lack accurate power
spectra at k > 30 h

�1Mpc. The `max ⇡ 2000 cut assures that various
extrapolation curves on P�(k) ratio out to k > 30 h

�1Mpc would
not cause significant change on the resulting C

i j (`) data vector (see
Appendix B for details).

To further test the limits of the proposed baryonic mitigation
techniques, we generate mock C

i j (`) data vectors with `max ⇡ 5000
(based on the quadratic extrapolation trends derived by fitting the
P�(k) ratio in k 2 [10, 30] h

�1Mpc, see the red curve in Fig. B1 as
a demonstration), and then perform the same simulated likelihood
analyses with mitigation techniques described in Secs 3 and 4. The
only di�erence is that we append 3 extra data points that with equal
logarithmic spacing in ` 2 [2060, 5000] to the original data vector
D in each tomographic bin. The new length of D is thus extended
to 55⇥ (18+3) = 1155 data points (see § 3.2 for the original format
of D). The covariance matrix is also updated accordingly.

The dark gray contours in Fig. 14 indicate the 2D posterior
distributions on the cosmological parameters, when no mitigation
technique is applied. Compared with the similar plot shown in Fig. 3,
but for `max ⇡ 2000, the biases on cosmology increases to 2� ⇠
19�, depending on cosmological parameters for the case of Illustris,
and is around 1.5� ⇠ 6� for other cases. This amount of bias is
consistent with Fig. 5 of E15, where they showed the posterior
distributions for the `max ⇠ 5000 for the OWLS baryonic scenarios
for an LSST-like likelihood simulations.

Since we showed in § 5.2 that method C is the most e�cient
of the PCA-based methods, we only run simulated likelihood anal-

MNRAS 000, 1–28 (2018)
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Do we gain more information from ℓmax ≈ 2000 to 5000 ? 

(PCA posteriors here are results when excluding 9 PC modes — the most conservative choice)

Eagle PCA (`max = 5000)

Eagle PCA (`max = 2000)
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Results for MB2 and Horizon-AGN are similar as Eagle.

2.5 arcmin6 arcmin



Eagle PCA (`max = 5000)

Eagle PCA (`max = 2000)
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Summary — modeling baryonic effects for future cosmic shear
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PCA method can capture baryonic feature within few combination of 
PC modes.

Distinct training simulations are needed to span the outlier baryonic 
scenarios.

HMcode works specifically well for Illustirs (strong feedback suppression). 
Always marginalized over 2 parameters for the use of HMcode to assure 
flexibility.

The error bar converged for PCA method.

Do we gain more information from ℓmax ≈ 2000 to 5000? 
Yes, but only 15~30% improvement depending on baryonic scenarios.
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Outline of this talk

1

2

3

Modeling baryonic effects in cosmic shear 

Intrinsic Alignment of galaxies in redMaPPer clusters

arXiv:1605.01065, arXiv:1704.06273

Outlook

with Rachel Mandelbaum, Peter Freeman, Yen-Chi Chen
Eduardo Rozo, Eli Rykoff, Eric Baxter

arXiv:1809.01146
with Tim Eifler, Rachel Mandelbaum, Scott Dodelson
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Intrinsic Alignment (IA) — violation of lensing assumption 

galaxies with lensing

galaxies without lensing

background source galaxies
foreground lens galaxies with dark matter

matched galaxies

I I

G
I

γ = γG + γI

lensing effect from foreground 
gravitational potential

Intrinsic alignment 
induced by local tidal 
field

⟨γγ⟩ = ⟨γGγG⟩+⟨γIγI⟩+⟨γGγI⟩+⟨γIγG⟩
real lensing signal

I I term
G I term ~zero

γ
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Impact of IA on cosmological parameters

Hung-Jin Huang Research Statement

Modeling small-scale astrophysics for large-scale structure surveys
The focus on my research is to understand cosmology and astrophysics through studying the growth
and evolution of large scale structures (LSS). Using data from large galaxy surveys and simulations, I
have been investigating the astrophysical systematics on weak lensing observables, with an emphasis
on addressing small scale modeling uncertainties.

Aside from shear calibration and photometric redshift systematics, intrinsic alignment (IA)
and baryonic physics constitute the most significant astrophysical uncertainties in weak lensing
measurements. During my Ph.D, I have i) quantified the level of IA in galaxy clusters, and identified
significant predictors to understand the physical origin of IA; ii) investigated baryonic physics
modeling strategies for weak lensing survey, and validated the modeling flexibility for future Stage IV
experiments by constructing mock observational data from several state-of-the-art hydrodynamical
simulations. In the near future, besides modeling baryonic physics, I will extend my work to
incorporate uncertainties of IA and galaxy-halo connection down to non-linear regime, develop
cosmological joint-probe analyses pipeline, and understand the interplay between astrophysical and
cosmological parameters. My goal is to let small scale data become valuable in LSS surveys, rather
than being discarded due to our lack of knowledge in modeling astrophysics. The science output
of these projects would not only benefit the field from drawing more cosmological information from
LSS surveys, but also gaining insights on galaxy formation physics of our Universe.

1 Past and Current Research

1.1 Intrinsic Alignment of Galaxies
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power

9 KiDS450_QE_EB_4bins_3zbins_basez_ia_bary_nu.txt, downloaded
from http://kids.strw.leidenuniv.nl.
10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
be present in the KiDS data). Inaccurate noise estimation would primar-
ily affect the autospectra, where the noise levels are high compared to the
cosmological signal (see fig. 4 of H17).
11 These constraints become AIA = 0.5+0.32

−0.38, η = 0+2.7
−2.8 with the addition

of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
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ical parameters of interest, σ 8, #m, and S8, and so the model and
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absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5
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−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power
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10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
be present in the KiDS data). Inaccurate noise estimation would primar-
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of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.
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The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power
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10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
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of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
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solution. K17 find AIA = −1.72+1.49
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from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
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absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
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sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5
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et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
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Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power
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of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
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(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.
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The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power

9 KiDS450_QE_EB_4bins_3zbins_basez_ia_bary_nu.txt, downloaded
from http://kids.strw.leidenuniv.nl.
10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
be present in the KiDS data). Inaccurate noise estimation would primar-
ily affect the autospectra, where the noise levels are high compared to the
cosmological signal (see fig. 4 of H17).
11 These constraints become AIA = 0.5+0.32

−0.38, η = 0+2.7
−2.8 with the addition

of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power

9 KiDS450_QE_EB_4bins_3zbins_basez_ia_bary_nu.txt, downloaded
from http://kids.strw.leidenuniv.nl.
10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
be present in the KiDS data). Inaccurate noise estimation would primar-
ily affect the autospectra, where the noise levels are high compared to the
cosmological signal (see fig. 4 of H17).
11 These constraints become AIA = 0.5+0.32

−0.38, η = 0+2.7
−2.8 with the addition

of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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Figure 1: The 1� constrained IA amplitude
and S8(= �8

p
⌦m/0.3) from various LSS

surveys. The grey bands show the 1� and
2� constrains from the Planck CMB experi-
ment. The uncertainties in the modeling of
IA make a non-negligible contribution on the
inference of cosmology. (Figure credit: Efs-
tathiou & Lemos 2018)

The intrinsic shapes of galaxies are not random, but show
patterns of coherence under the effect of tidal field. In
the presence of IA, the estimated cosmic shear signal
would be spuriously boosted up by the intrinsic-intrinsic
correlation (II term) between two physically nearby source
galaxies, or be diminished through the anticorrelation of the
lensing-intrinsic interference (GI term) for pairs of distant
source galaxies under the effect of the same gravitational
potential (with the background source being sheared, while
the foreground source being tidally aligned). Our inferences
on cosmology thus depends on details of IA modeling (see
Fig. 1), which relies on observational data to put constraint.

In the works of Huang et al. (2016, 2018b), we carried
out IA analyses using about 8000 redMaPPer cluster sample
from SDSS. There are two types of alignment within
one-halo scale: the alignment of central galaxy with respect to the host halo shape and the radial
alignment of satellite galaxies toward halo center. We measured both types of IA signals based
on three different shape measurement methods, which trace galaxy light profiles at different radii.
For central galaxy alignment, we find that the mean misalignment angle between the central and
cluster major axes is about 35�. For satellite galaxies, no net radial alignment signal is detected
across the entire sample based on the re-Gaussianization shape measurements, but when limiting
to a subsample of higher luminosity satellites, we do observe significant trend of radial alignment.

We also studied the dependences of IA signal on a total of 17 cluster and galaxy related properties
in a concordant framework to properly account for parameter degeneracies. With several predictors
being identified, our result suggest that small scale IA is a complicated phenomenon potentially
involved multiple relevant physical processes during galaxy and cluster formation and evolution,
such that it cannot be straightforwardly explained by just few dominant factors.
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Hung-Jin Huang Research Statement

Modeling small-scale astrophysics for large-scale structure surveys
The focus on my research is to understand cosmology and astrophysics through studying the growth
and evolution of large scale structures (LSS). Using data from large galaxy surveys and simulations, I
have been investigating the astrophysical systematics on weak lensing observables, with an emphasis
on addressing small scale modeling uncertainties.

Aside from shear calibration and photometric redshift systematics, intrinsic alignment (IA)
and baryonic physics constitute the most significant astrophysical uncertainties in weak lensing
measurements. During my Ph.D, I have i) quantified the level of IA in galaxy clusters, and identified
significant predictors to understand the physical origin of IA; ii) investigated baryonic physics
modeling strategies for weak lensing survey, and validated the modeling flexibility for future Stage IV
experiments by constructing mock observational data from several state-of-the-art hydrodynamical
simulations. In the near future, besides modeling baryonic physics, I will extend my work to
incorporate uncertainties of IA and galaxy-halo connection down to non-linear regime, develop
cosmological joint-probe analyses pipeline, and understand the interplay between astrophysical and
cosmological parameters. My goal is to let small scale data become valuable in LSS surveys, rather
than being discarded due to our lack of knowledge in modeling astrophysics. The science output
of these projects would not only benefit the field from drawing more cosmological information from
LSS surveys, but also gaining insights on galaxy formation physics of our Universe.

1 Past and Current Research

1.1 Intrinsic Alignment of Galaxies
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power

9 KiDS450_QE_EB_4bins_3zbins_basez_ia_bary_nu.txt, downloaded
from http://kids.strw.leidenuniv.nl.
10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
be present in the KiDS data). Inaccurate noise estimation would primar-
ily affect the autospectra, where the noise levels are high compared to the
cosmological signal (see fig. 4 of H17).
11 These constraints become AIA = 0.5+0.32

−0.38, η = 0+2.7
−2.8 with the addition

of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power

9 KiDS450_QE_EB_4bins_3zbins_basez_ia_bary_nu.txt, downloaded
from http://kids.strw.leidenuniv.nl.
10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
be present in the KiDS data). Inaccurate noise estimation would primar-
ily affect the autospectra, where the noise levels are high compared to the
cosmological signal (see fig. 4 of H17).
11 These constraints become AIA = 0.5+0.32

−0.38, η = 0+2.7
−2.8 with the addition

of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power

9 KiDS450_QE_EB_4bins_3zbins_basez_ia_bary_nu.txt, downloaded
from http://kids.strw.leidenuniv.nl.
10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
be present in the KiDS data). Inaccurate noise estimation would primar-
ily affect the autospectra, where the noise levels are high compared to the
cosmological signal (see fig. 4 of H17).
11 These constraints become AIA = 0.5+0.32

−0.38, η = 0+2.7
−2.8 with the addition

of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power
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10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
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of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power

9 KiDS450_QE_EB_4bins_3zbins_basez_ia_bary_nu.txt, downloaded
from http://kids.strw.leidenuniv.nl.
10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
be present in the KiDS data). Inaccurate noise estimation would primar-
ily affect the autospectra, where the noise levels are high compared to the
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of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5
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based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
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(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).
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In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
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measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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Figure 1: The 1� constrained IA amplitude
and S8(= �8

p
⌦m/0.3) from various LSS

surveys. The grey bands show the 1� and
2� constrains from the Planck CMB experi-
ment. The uncertainties in the modeling of
IA make a non-negligible contribution on the
inference of cosmology. (Figure credit: Efs-
tathiou & Lemos 2018)

The intrinsic shapes of galaxies are not random, but show
patterns of coherence under the effect of tidal field. In
the presence of IA, the estimated cosmic shear signal
would be spuriously boosted up by the intrinsic-intrinsic
correlation (II term) between two physically nearby source
galaxies, or be diminished through the anticorrelation of the
lensing-intrinsic interference (GI term) for pairs of distant
source galaxies under the effect of the same gravitational
potential (with the background source being sheared, while
the foreground source being tidally aligned). Our inferences
on cosmology thus depends on details of IA modeling (see
Fig. 1), which relies on observational data to put constraint.

In the works of Huang et al. (2016, 2018b), we carried
out IA analyses using about 8000 redMaPPer cluster sample
from SDSS. There are two types of alignment within
one-halo scale: the alignment of central galaxy with respect to the host halo shape and the radial
alignment of satellite galaxies toward halo center. We measured both types of IA signals based
on three different shape measurement methods, which trace galaxy light profiles at different radii.
For central galaxy alignment, we find that the mean misalignment angle between the central and
cluster major axes is about 35�. For satellite galaxies, no net radial alignment signal is detected
across the entire sample based on the re-Gaussianization shape measurements, but when limiting
to a subsample of higher luminosity satellites, we do observe significant trend of radial alignment.

We also studied the dependences of IA signal on a total of 17 cluster and galaxy related properties
in a concordant framework to properly account for parameter degeneracies. With several predictors
being identified, our result suggest that small scale IA is a complicated phenomenon potentially
involved multiple relevant physical processes during galaxy and cluster formation and evolution,
such that it cannot be straightforwardly explained by just few dominant factors.
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Hung-Jin Huang Research Statement

Modeling small-scale astrophysics for large-scale structure surveys
The focus on my research is to understand cosmology and astrophysics through studying the growth
and evolution of large scale structures (LSS). Using data from large galaxy surveys and simulations, I
have been investigating the astrophysical systematics on weak lensing observables, with an emphasis
on addressing small scale modeling uncertainties.

Aside from shear calibration and photometric redshift systematics, intrinsic alignment (IA)
and baryonic physics constitute the most significant astrophysical uncertainties in weak lensing
measurements. During my Ph.D, I have i) quantified the level of IA in galaxy clusters, and identified
significant predictors to understand the physical origin of IA; ii) investigated baryonic physics
modeling strategies for weak lensing survey, and validated the modeling flexibility for future Stage IV
experiments by constructing mock observational data from several state-of-the-art hydrodynamical
simulations. In the near future, besides modeling baryonic physics, I will extend my work to
incorporate uncertainties of IA and galaxy-halo connection down to non-linear regime, develop
cosmological joint-probe analyses pipeline, and understand the interplay between astrophysical and
cosmological parameters. My goal is to let small scale data become valuable in LSS surveys, rather
than being discarded due to our lack of knowledge in modeling astrophysics. The science output
of these projects would not only benefit the field from drawing more cosmological information from
LSS surveys, but also gaining insights on galaxy formation physics of our Universe.

1 Past and Current Research

1.1 Intrinsic Alignment of Galaxies
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4 C O M PA R I S O N O F W E A K L E N S I N G
ESTIMATES OF S8: T H E I M P O RTA N C E O F
INTRINSIC A LIGNM E N TS

Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power

9 KiDS450_QE_EB_4bins_3zbins_basez_ia_bary_nu.txt, downloaded
from http://kids.strw.leidenuniv.nl.
10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
be present in the KiDS data). Inaccurate noise estimation would primar-
ily affect the autospectra, where the noise levels are high compared to the
cosmological signal (see fig. 4 of H17).
11 These constraints become AIA = 0.5+0.32

−0.38, η = 0+2.7
−2.8 with the addition

of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power

9 KiDS450_QE_EB_4bins_3zbins_basez_ia_bary_nu.txt, downloaded
from http://kids.strw.leidenuniv.nl.
10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
be present in the KiDS data). Inaccurate noise estimation would primar-
ily affect the autospectra, where the noise levels are high compared to the
cosmological signal (see fig. 4 of H17).
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of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power
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10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
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of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.
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The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).

spectra from KiDS, PE (constructed by integrating over ξ+ and ξ−).
In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.

5 C O N C L U S I O N S

The main purpose of this paper has been to highlight and quan-
tify internal inconsistencies in the KiDS cosmic shear analysis. Our
main conclusion is that more effort is needed to resolve inconsisten-
cies in the KiDS data. This includes understanding the origin of the
B modes, systematic differences between ξ+ and ξ−, the parameter

12 Note that the Jee et al. (2016) ‘baseline’ analysis of DLS uses a
luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
fig. 12), presumably because of the huge depth of DLS.
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ESTIMATES OF S8: T H E I M P O RTA N C E O F
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Fig. 4 shows a discrepancy between the H17 and K17 analyses,
which are based on the same shear catalogue. There is little doubt
that the H17 and K17 analyses are incompatible, since not one of the
14 469 samples in the K17 MCMC likelihood chain9 has parameters
close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
used in K17. Their autospectrum for the highest redshift bin differs
substantially from the quadratic estimate of K17. The origin of this
difference is not understood.10 Another pointer that the K17 results
are affected by systematic errors comes from the intrinsic alignment
solution. K17 find AIA = −1.72+1.49

−1.25 which has the opposite (and
from the theoretical perspective, counterintuitive) sign to that found
by H17. This difference drives down the amplitude of S8 in the K17
analysis. Both the direct comparison of spectra reported by van
Uitert et al. (2017) and the shift to a negative intrinsic alignment
amplitude suggest that the K17 analysis is suspect.

The key point that we want to emphasize here is that the intrinsic
alignment parameter AIA is not a benign ‘nuisance’ parameter (for
reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
modelling of intrinsic alignments is degenerate with the cosmolog-
ical parameters of interest, σ 8, #m, and S8, and so the model and
associated parameters matter. Systematic errors in the data can be
absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
that the parameter AIA can absorb systematic errors in the calibra-
tions of photometric redshift distributions (this can also be inferred
from Fig. 1 which shows the sensitivity of the intrinsic alignment
solution for the KiDS data to the highest photometric redshift bin).
Implausible (e.g. strongly negative) values of AIA suggest system-
atic errors and should therefore be followed up.

As an example, one of the lowest weak lensing determinations
of S8 comes from the reanalysis of the revised CFHTLenS data
(Joudaki et al. 2017b). However, these authors find a strongly neg-
ative value of AIA = −3.6 ± 1.6, a value which seems unlikely
for any reasonable mix of galaxy types. The recent DES analy-
sis of Troxel et al. (2017) uses a redshift-dependent amplitude:
AIA[(1 + z)/(1.62)]η, finding AIA = 1.3+0.5

−0.6, η = 3.7+1.0
−2.3.11 Troxel

et al. (2017) also test a more elaborate ‘mixed’ alignment model
based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.

Returning to the KiDS survey, one way of achieving better control
of intrinsic alignments and photometric redshift calibration errors is
to add additional types of data. vU17 have analysed the shear power

9 KiDS450_QE_EB_4bins_3zbins_basez_ia_bary_nu.txt, downloaded
from http://kids.strw.leidenuniv.nl.
10 Note that the quadratic estimator used by K17 is sensitive to noise esti-
mation, particularly if there are B-mode systematics (which are known to
be present in the KiDS data). Inaccurate noise estimation would primar-
ily affect the autospectra, where the noise levels are high compared to the
cosmological signal (see fig. 4 of H17).
11 These constraints become AIA = 0.5+0.32

−0.38, η = 0+2.7
−2.8 with the addition

of galaxy–galaxy and galaxy-shear data, DES Collaboration et al. (2017).
These authors argue that an amplitude of AIA ∼ 0.5 is consistent with their
selection criteria if only red galaxies contribute to the intrinsic alignments.

Figure 5. S8 plotted against the intrinsic alignment amplitude for various
surveys together with 1σ errors on S8 and AIA. The grey bands show the 1σ

and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).
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In addition, they use the Galaxies Mass Assembly (GAMA) red-
shift survey (Driver et al. 2011; Liske et al. 2015) to compute the
galaxy-mass power spectra, Pgm by cross-correlating the KiDS shear
measurements with GAMA galaxies, and the galaxy–galaxy power
spectra Pgg. From Pgm + Pgg, they find S8 = 0.853 ± 0.042. Com-
bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).

Fig. 5 gives a summary of the results discussed in this section.
The two analyses that are most discrepant with the S8 value from
Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
in Fig. 5 are both consistent with Planck. The intrinsic alignment
solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.
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luminosity-dependent model of intrinsic alignments and imposes a flat prior
of 5.14 < AIA < 6.36, motivated by the results of Joachimi et al. (2011).
However, they find that their results on S8 are insensitive to AIA (see their
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close to those of the best fit found by H17. In fact, van Uitert et al.
(2017, hereafter vU17) have computed cross power spectra from ξ+
and ξ− for the KiDS data using the identical redshift bins to those
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reviews, see e.g. Joachimi et al. 2015; Troxel & Ishak 2015). The
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absorbed by the intrinsic alignment model and this will have an im-
pact on cosmology. For example, van Uitert et al. (2017) have noted
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based on the work of Blazek et al. (2017). This model leads to a
downward shift of S8 by about 1σ , demonstrating that uncertain-
ties in the modelling of intrinsic alignments make a non-negligible
contribution to the errors in cosmological parameters.
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and 2σ constraints from Planck. The data points are as follows: CFHTLens
(Joudaki et al. 2017a); DLS (Jee et al. 2016)12; K17 shows the power spec-
trum analysis of KiDS (K17); H17 shows the correlation function analysis
of KiDS (H17); vU17 shows the constraints from combining Pgg, Pgm, and
PE measurements from KiDS and GAMA data (vU17); DES17 shows the
cosmic shear constraints from DES year 1 data (Troxel et al. 2017, note that
the DES analyses use a redshift-dependent model of intrinsic alignments,
as described in the text); DES+17 shows the combination of DES year 1
cosmic shear results with galaxy–galaxy and galaxy-shear measurements
(DES Collaboration et al. 2017).
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bining with PE, they find AIA = 1.30 ± 0.40 and S8 = 0.801 ± 0.032
(consistent with the Planck and RSD results shown in Fig. 4).
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Planck (CFHTLenS and K17) both have strongly negative intrinsic
alignment solutions. The H17 results are in tension with Planck but
become consistent with Planck with the addition of galaxy–galaxy
and galaxy-mass data (vU17). The DES year 1 analyses plotted
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solutions of vU17 and DES Collaboration et al. (2017, i.e. AIA ∼ 1)
seem physically plausible given the mix of galaxy types expected
in these surveys.
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Figure 1: The 1� constrained IA amplitude
and S8(= �8

p
⌦m/0.3) from various LSS

surveys. The grey bands show the 1� and
2� constrains from the Planck CMB experi-
ment. The uncertainties in the modeling of
IA make a non-negligible contribution on the
inference of cosmology. (Figure credit: Efs-
tathiou & Lemos 2018)

The intrinsic shapes of galaxies are not random, but show
patterns of coherence under the effect of tidal field. In
the presence of IA, the estimated cosmic shear signal
would be spuriously boosted up by the intrinsic-intrinsic
correlation (II term) between two physically nearby source
galaxies, or be diminished through the anticorrelation of the
lensing-intrinsic interference (GI term) for pairs of distant
source galaxies under the effect of the same gravitational
potential (with the background source being sheared, while
the foreground source being tidally aligned). Our inferences
on cosmology thus depends on details of IA modeling (see
Fig. 1), which relies on observational data to put constraint.

In the works of Huang et al. (2016, 2018b), we carried
out IA analyses using about 8000 redMaPPer cluster sample
from SDSS. There are two types of alignment within
one-halo scale: the alignment of central galaxy with respect to the host halo shape and the radial
alignment of satellite galaxies toward halo center. We measured both types of IA signals based
on three different shape measurement methods, which trace galaxy light profiles at different radii.
For central galaxy alignment, we find that the mean misalignment angle between the central and
cluster major axes is about 35�. For satellite galaxies, no net radial alignment signal is detected
across the entire sample based on the re-Gaussianization shape measurements, but when limiting
to a subsample of higher luminosity satellites, we do observe significant trend of radial alignment.

We also studied the dependences of IA signal on a total of 17 cluster and galaxy related properties
in a concordant framework to properly account for parameter degeneracies. With several predictors
being identified, our result suggest that small scale IA is a complicated phenomenon potentially
involved multiple relevant physical processes during galaxy and cluster formation and evolution,
such that it cannot be straightforwardly explained by just few dominant factors.
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FIG. 15. A comparison of the impact of different intrinsic align-
ment (IA) models on ⇤CDM and wCDM constraints in the S8 – ⌦m

plane. The fiducial model (NLA + z-power law – gray contours), is
compared to the single-parameter NLA model (green contours), the
NLA model with a free amplitude in each tomographic bin (orange
contours), and the mixed alignment model (blue contours). There
is no significant difference in inferred cosmology between the first
three models, which are well-tested and have been implemented in
the literature before. The mixed alignment model, which includes
alignment due to tidal torquing (or other nonlinear contributions),
does cause a non-negligible shift in inferred parameters, which is
discussed further in Sec. IX E. Both 68% and 95% confidence levels
are shown.

because we have seen similar trends to lower S8 and ⌦m in
less constraining data sets when marginalizing over too flex-
ible an intrinsic alignment model. For example, the DES SV
(and to a lesser degree IM3SHAPE) result in Fig. 12 (see also
IA discussion in [32]), shows a similar trend toward this area
of parameter space with even the fiducial IA model in this
work, which disappears with our more constraining DES Y1
data. We also see a similar trend toward this region when re-
moving the highest redshift bin in Sec. IX C, which degrades
our ability to constrain the redshift evolution of the fiducial
IA model. We further see much less significant an impact on
cosmology in the full combined clustering and weak lensing
analysis when injecting a tidal torque signal of greater ampli-
tude than we find here into a pure lensing signal [58]. It is
worth noting that there is no significant difference in �

2 or
Bayesian evidence whether we include or not the tidal torque
contribution of the mixed alignment model. We thus conclude
that while this is an interesting result, it requires further ex-
ploration that we defer to a future work. Nevertheless, this
result highlights the importance of considering the impact of
IA models beyond the tidal alignment (linear) paradigm in fu-
ture cosmic shear studies, and it may indicate a real bias in
cosmic shear at our statistical precision when using the fidu-
cial tidal alignment model. A more conclusive answer for this
question will require more constraining data, which we are
already working toward with DES Y3+ results, or better ex-
ternal priors on the amplitude of the tidal torquing component
(and orientation).

Given the constraining power of the DES Y1 analysis, it is
clear that we can learn not just about cosmology, but also in-
teresting astrophysical effects like IA. In Fig. 16 we compare
the recovered value of A, the amplitude of the tidal alignment
(TA) model as a function of redshift in the four models consid-
ered in this analysis. For the mixed alignment model, we also
show the constraint on A2, the amplitude of the tidal torquing
(TT) component of the model. Note that subscripts are used
with the amplitudes in the mixed alignment case and that A1

corresponds to the fiducial A parameter. We find good agree-
ment in the TA amplitude between all four models, including
the mixed alignment case, where the contributions from TT
terms appear to primarily shift the inferred cosmological pa-
rameters rather than the TA amplitude. For the fiducial IA
model and the mixed alignment model, which have a smooth
functional form with redshift, we derive the amplitude at the
mean redshifts of each redshift bin and report this value and its
uncertainty. This analysis provides a significant improvement
in IA constraining power compared to previous analyses, with
detection of nonzero A = 1.3 at the 92% CL when allowing a
power-law redshift scaling, which is comparable to that when
assuming a fixed ⌘. The fiducial power-law ⌘ = 3.7 is con-
strained to be positive at the 87% CL. In the mixed model,
A1 = 1.1 is still constrained to be non-zero at 82% CL with
⌘1 = 2.4 constrained to be positive at the 80% CL. The tidal
torque amplitude A2 = �0.8 is nonzero at the 84% CL, with
a negative amplitude, and power-law ⌘2 = �1.5, which is
consistent with zero. As discussed in [129], the sign conven-
tion for A1 and A2 is such that positive values correspond to
galaxy alignment towards overdense regions and thus a nega-
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compared to the single-parameter NLA model (green contours), the
NLA model with a free amplitude in each tomographic bin (orange
contours), and the mixed alignment model (blue contours). There
is no significant difference in inferred cosmology between the first
three models, which are well-tested and have been implemented in
the literature before. The mixed alignment model, which includes
alignment due to tidal torquing (or other nonlinear contributions),
does cause a non-negligible shift in inferred parameters, which is
discussed further in Sec. IX E. Both 68% and 95% confidence levels
are shown.
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our ability to constrain the redshift evolution of the fiducial
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(TA) model as a function of redshift in the four models consid-
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(TT) component of the model. Note that subscripts are used
with the amplitudes in the mixed alignment case and that A1
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ment in the TA amplitude between all four models, including
the mixed alignment case, where the contributions from TT
terms appear to primarily shift the inferred cosmological pa-
rameters rather than the TA amplitude. For the fiducial IA
model and the mixed alignment model, which have a smooth
functional form with redshift, we derive the amplitude at the
mean redshifts of each redshift bin and report this value and its
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assuming a fixed ⌘. The fiducial power-law ⌘ = 3.7 is con-
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Satellite Galaxy Alignment (SA)
The observed shapes of galaxies are not randomly oriented, but exhibit coherent 
patterns. The shape coherence is caused by two dominant physical mechanisms:  

1) Gravitational Lensing : Bending of light due to gravity of foreground matter. 
2) Intrinsic Alignment (IA) : Galaxies tend to align with the coherent tidal fields 

induced by physically-associated matter. 
Quantifying the strength of IA is important for unbiased inferences of cosmology 
from lensing measurements. 
We present the measurement of IA on one-halo scale for member galaxies in 
redMaPPer clusters at z = 0.1~0.35 constructed from SDSS.  
Two categories of alignment phenomena are investigated: 

1) Central galaxy alignment (CA) — the alignment of centrals with the shape of 
their DM halos (traced by distribution of satellites). 

2) Satellite galaxy alignment (SA) — the tendency of satellites pointing radially 
toward halo centers.
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from a total of 17 
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better understand 
the physical origin 
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 Fig.1
Definition of 
alignment angles.
The effect of IA 
on contaminating 
lensing signal.
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Dependence of the CA signal with the selected predictors
The predictors are selected by linear regression subjected to the best subset 
selection method, which considers all possible 2N models from the total N 
parameters. A set of featured predictors is identified by balancing between 
overfitting and underfitting.

Fig.5 Correlation between θcen and its 
identified predictors.
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Fig.4
Correlation between Δη and its identified predictors.
(Correlation coefficients are provided in the lower left corner.)
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Fig.2
Distribution of 
Δη ≡ 
 |PAcluster-PAcen|.

Fig.3
Distribution 
of θcen.

Strong detections of CA signal
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Figure 3. Satellite alignment signal measured in he+i (dark blue
filled circle) in bins of normalized projected distance based on
re-Gaussianization shapes for all DR8 redMaPPer pmem > 0.55
satellites. Under our definition, he+i > 0 indicates radial align-
ment. The measured SA signal is consistent with zero within
3� across all radial bins. The he+i signals for foregrounds (light
blue square) and backgrounds (orange open circle) in redMaP-
Per cluster fields are also shown. The he⇥i component for phys-
ical pairs, indicated in grey triangles, is consistent with zero in
all radial bins. This suggests that systematics that would cause
a B-mode signal in the re-Gaussianization shapes are negligi-
ble. When focusing on a subsample of brighter satellites with
0.1Mr < 21 (red pentagon), we find he+i ⇡ 0.014 ± 0.0042 (⇠3.3�)
and he+i ⇡ 0.0062± 0.0028 (⇠2.3�) in the two smallest radial bins
at ⇠ r < 0.2R200m. This indicates that we reach a significant SA
detection using re-Gaussianization shapes with satellites that are
more luminous and located closer to central galaxies.

measured �sat with respect to the central galaxies of redMaP-
Per clusters in the same field. For backgrounds, we expect
galaxies to exhibit tangential alignment because of the gravi-
tational lensing e↵ect. The light blue sqares/orange open cir-
cles in Fig. 2 show the distribution of �sat measured using re-
Gaussianization shapes for our foreground/background sam-
ples. The observed �sat distributions are consistent with our
expectation. This indicates that there are no severe system-
atics due to the complexity of measuring shapes in cluster
fields based on re-Gaussianization method. However, the test
we applied is not very sensitive for low-level systematics due
to the lack of foreground pairs.

Besides the test for re-Gaussianization shape, Fig. 5
shows the foreground (light blue square) and background
(orange open circle) tests for de Vaucouleurs shape (left
panel) and isophotal shape (right panel). For foregrounds,
the p-values of KS tests, as indicated in the legend below the
figures, show that the distribution is consistent with uniform

Figure 4. pmem-weighted probability density distribution of �sat
for all pmem > 0.55 redMaPPer satellites in the DR7 footprint
based on re-Gaussianization (teal green circle), de Vaucouleurs
(yellow green diamond), and isophotal (olive triangle) shape mea-
surements. The weighted averaged SA angles, h�sati, for both de
Vaucouleurs and isophotal shapes are less than 45�, indicating
we have observed SA e↵ect significantly based on these two shape
measurements. However for re-Gaussianization shape, h�sati is
consistent with 45� within error bars.

distribution. For backgrounds, we also observe the expected
lensing e↵ect in de Vaucouleurs and isophotal shaps.

4 LINEAR REGRESSION ANALYSIS

We apply linear regression analysis and variable selection
techniques to properly account for correlations among vari-
ous parameters and to identify featured predictors that sig-
nificantly a↵ect the SA phenomenon. The variable selection
methods are quite similar (but not identical) to those de-
scribed in Sec. 3 of Paper I. Below, we briefly summarize
the approaches, including the new methodology in this pa-
per, and report the results.

4.1 Methodology

Linear regression is a method to study the relationship be-
tween a response variable Y and a variety of regressors vec-
torized in X = (X1,X2,X3, ...,XN ). One tries to estimate op-
timal values of the free parameters by minimizing the least
squares of the following model:

Y = f (X) = �0 + �1X1 + ... + �i Xi + ... + �N XN + ✏ , (4)

where the intercept �0 and the slopes �i are the unknown re-
gression coe�cients to be found. ✏ represents random obser-
vational error, usually assumed to be drawn from a normal
distribution with some dispersion.

In our analysis, we use �sat as the response variable Y ,
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Linking to Theory — Physical Origin of Intrinsic Alignment

The detected SA signal in three different shape measurement methods

Fig.6  
Distribution 
of Фsat.

The strength of SA signal is small 
compared to CA. 
However, when limiting to a sub-
population of satellites with 
certain property, the effect of SA 
becomes significant even in re-
Gaussianization shape, which 
takes great care in removal of 
systematics.

Dependence of the SA signal with the selected predictors

Fig.7  
Correlation between Фsat 
and its predictors.
(The open triangular markers 
indicate the level of lensing 
contamination from background 
galaxies.)
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Systems with the following properties show stronger CA:

Satellites with the following properties show stronger SA:

1. central galaxy 
alignment

2. satellite galaxy 
radial alignment

• Intrinsic Alignment (IA)   (arXiv) 
      - Quantifying the degree of alignment signal in cluster scale 
      - Identifying predictors (from a pool of galaxy & cluster related properties) of IA  
• Baryon’s effect
      - Developing baryonic mitigation strategics for WL analysis pipeline
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(arXiv:1605.01065) (arXiv:1704.06273)

~ 8,000 redMaPPer clusters in 0.1< z < 0.35 (SDSS DR8)
Sample

~ 120,000 effective satellites with shape measurement 

IA signal depends on shape measurement method
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de Vaucouleurs

isophotal                 (outer profile)

33°~35°
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Figure 1. Illustration of the galaxy alignment angles. The left panel shows the definition of central alignment angle ✓cen, while the right
panel shows the definition of satellite alignment angle �sat.

2.2.3 Cluster position angle and ellipticity

We follow the method used in Niederste-Ostholt et al. (2010)
to define the orientation and ellipticity of the redMaPPer
clusters from their satellite distributions. In order to have
enough member galaxies to trace the shape of each cluster,
we use all member galaxies with membership probability
pmem � 0.2. We calculate the reduced second moments from
the positions of member galaxies, weighted by pmem:

Mxx ⌘
*

x2

r2

+
=

P
i

pmem, i
x2
i

r2
iP

i
pmem, i

(3)

and likewise for Myy and Mxy; by definition, Mxx + Myy = 1.
Here xi is the distance of member galaxy i from the cluster
center. We can then define the cluster ellipticity as

(Q, U) =
1 � b/a
1 + b/a

(cos 2�, sin 2�) = (Mxx �Myy, 2Mxy), (4)

where b/a is the cluster projected minor-to-major axis ra-
tio and � is the cluster position angle (P.A.). The cluster
ellipticity can then be calculated via

cluster e =
q

Q2 +U2. (5)

With the 1/r2 weighting (an explicitly spherically-
symmetric weight function) in the reduced second moments,
the derived cluster ellipticity tends to be underestimated.
We show later that this does not change our conclusion
regarding how cluster ellipticity a↵ects the central galaxy
alignment.

2.2.4 Central galaxy dominance

The central galaxy dominance parameter is defined as the
di↵erence in the r-band absolute magnitude of the central
galaxy and the mean magnitude of the first and second
brightest satellites:

Central dominance ⌘ Central 0.1 Mr�
0.1 Mr,1st +

0.1 Mr,2nd
2

. (6)

We calculate the central galaxy dominance parameter
using only pmem � 0.8 members. For the very few clusters
(134 out of 8237) that have only one member satisfying the
pmem � 0.8 criterion, we simply use the di↵erence between

the absolute magnitudes of central and that member galaxy
to define the central galaxy dominance. Smaller central dom-
inance values correspond to more dominant central galaxies.

2.2.5 Central galaxy probability

For each cluster, the redMaPPer catalog contains the five
most likely central galaxy candidates, each with centering
probability Pcen. In this paper, we use the most probable
central as our central galaxy, and measure the central galaxy
and satellite alignment angles of the associated central-
satellite pairs. Over 80% of our centrals have Pcen � 0.7.

2.2.6 Galaxy absolute magnitude

We calculate the absolute magnitude for each galaxy using
the luminous red galaxy (LRG) templates in the kcorrect
package (v4.2) distributed by Blanton & Roweis (2007). The
kcorrect software determines the best composite fit to the
observed galaxy spectral energy distribution (SED) with the
Chabrier (2003) initial mass function (IMF) and a variety of
Bruzual & Charlot (2003) stellar population synthesis mod-
els di↵ering in star formation histories and metallicities. We
use extinction-corrected SDSS model magnitudes and the
photometric redshift z provided in redMaPPer as input, and
k-correct the magnitudes of all galaxies in our sample to
z = 0.1.

2.2.7 Galaxy e↵ective radius

The e↵ective radius we report in this paper is the circularly-
averaged half-light radius, defined as

Re↵ ⌘
r

b
a

RdeV, (7)

where b/a is the semi-minor to semi-major axis ratio taken
from the SDSS parameter deVAB_r, and RdeV is the semi-
major half-light radius, deVRad_r. Both parameters are es-
timated as part of the SDSS DR8 pipeline by fitting de
Vaucouleurs light profiles to galaxy r-band images. Here we
convert the value of RdeV from the provided angular units
to physical units (h�1kpc), using the redshift z of the host
cluster.
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Figure 9. Absolute PA di�erences between isophotal and re-Gaussianization shapes as a function of galaxy ellipticity, mag r , r-band resolution factor, and
redshift. The grey contour levels indicate the level below which 20%, 45%, 70%, and 95% of the central-satellite pairs are located. The filled solid dots indicate
the averaged |PAiso � PAreG | values in bins of the horizontal axes values. As shown, the averaged di�erences in PA increase for galaxies that are rounder in
shape, with fainter mr , lower resolution, and located at higher z.

Gaussianization method puts more emphasis on the central region
of a galaxy’s profile. The de Vaucouleurs shape includes both cen-
tral and outer extended wings of the light profile to fit PA, while the
isophotal shape traces the outermost region of a galaxy along the
25 mag/arcsec2 isophote. These choices may make the latter two
methods more sensitive to artifacts in the de-blending and sky sub-
traction processes, leading to spurious SA signals. The two dom-
inant systematics that a�ect the de-blending and sky subtraction
processes and further contribute to the PA discrepancy are bright
neighbor and crowded field systematics. The bright neighbor sys-
tematic arises due to the contamination of light from nearby bright
neighbors in the galaxy for which we are attempting to measure a
shape. In cluster-like high density regions, the measured galaxy PA
could be biased coherently pointing toward the high-density direc-
tion due to the intracluster light or due to the fact that the large

number of bright galaxies causes a misestimated sky gradient. We
refer this second e�ect as the crowded field systematic.

Below we start by estimating the level of bright neighbor sys-
tematic. In the left panel of Fig. 10, we show the measured mean ab-
solute PA discrepancy (hereafter, MAPAD) between isophotal and
re-Gaussianization shapes as a function of projected sky separation
for galaxies that have a bright mr < 19 non-physically associated
neighbor, as defined in (iii) of Sec. 2.4 (plotted in purple open
points). We see that the MAPAD increases to ⇠ 27� for the inner-
most sky separation bin, indicating potentially more contamination
from bright neighbors at closer sky separation.

Besides systematics, there is also a noise contribution (see
Sec. 5.1) to the measured MAPAD, which must be estimated in order
to properly constrain the level of bright neighbor and crowded field
systematics. Note that for the MAPAD data points shown in purple
open circles in Fig. 10, there is no contribution from a physical e�ect
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Figure 9. Absolute PA di�erences between isophotal and re-Gaussianization shapes as a function of galaxy ellipticity, mag r , r-band resolution factor, and
redshift. The grey contour levels indicate the level below which 20%, 45%, 70%, and 95% of the central-satellite pairs are located. The filled solid dots indicate
the averaged |PAiso � PAreG | values in bins of the horizontal axes values. As shown, the averaged di�erences in PA increase for galaxies that are rounder in
shape, with fainter mr , lower resolution, and located at higher z.

Gaussianization method puts more emphasis on the central region
of a galaxy’s profile. The de Vaucouleurs shape includes both cen-
tral and outer extended wings of the light profile to fit PA, while the
isophotal shape traces the outermost region of a galaxy along the
25 mag/arcsec2 isophote. These choices may make the latter two
methods more sensitive to artifacts in the de-blending and sky sub-
traction processes, leading to spurious SA signals. The two dom-
inant systematics that a�ect the de-blending and sky subtraction
processes and further contribute to the PA discrepancy are bright
neighbor and crowded field systematics. The bright neighbor sys-
tematic arises due to the contamination of light from nearby bright
neighbors in the galaxy for which we are attempting to measure a
shape. In cluster-like high density regions, the measured galaxy PA
could be biased coherently pointing toward the high-density direc-
tion due to the intracluster light or due to the fact that the large

number of bright galaxies causes a misestimated sky gradient. We
refer this second e�ect as the crowded field systematic.

Below we start by estimating the level of bright neighbor sys-
tematic. In the left panel of Fig. 10, we show the measured mean ab-
solute PA discrepancy (hereafter, MAPAD) between isophotal and
re-Gaussianization shapes as a function of projected sky separation
for galaxies that have a bright mr < 19 non-physically associated
neighbor, as defined in (iii) of Sec. 2.4 (plotted in purple open
points). We see that the MAPAD increases to ⇠ 27� for the inner-
most sky separation bin, indicating potentially more contamination
from bright neighbors at closer sky separation.

Besides systematics, there is also a noise contribution (see
Sec. 5.1) to the measured MAPAD, which must be estimated in order
to properly constrain the level of bright neighbor and crowded field
systematics. Note that for the MAPAD data points shown in purple
open circles in Fig. 10, there is no contribution from a physical e�ect
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Figure 12. Left panel: Excess of mean absolute PA di�erences (MAPAD) between isophotal and re-Gaussianization shapes, �h |PAiso � PAreG |i, as a function
of projected physical separation for members in redMaPPer clusters (teal green circles). Right panel: similar to the left panel but with �h |PAdeV � PAreG |i in
the y-axis. The purple line is the estimated level of bright neighbor systematic derived using the best-fitting models shown in Fig. 11. We observe that at the
smallest r bin, the bright neighbor systematic could potentially contribute more than 50% of the measured �

⌦
|PAiso/deV � PAreG |

↵
. Roughly, the remaining

di�erences in the y-axes between the green dashed and purple solid lines are contributed by real physical isophote twisting signal and the crowded field
systematic (for which we lack a good estimate), and probably some residual bright neighbor systematic due to the fact that the average apparent magnitude of
cluster central galaxies is brighter than that of the galaxy sample used to estimate the bright neighbor systematic.

6 THE DEPENDENCE OF SATELLITE ALIGNMENT ON
THE SELECTED PREDICTORS

In Sec. 4, we apply linear regression analysis and apply the model
averaging technique to identify predictors that have a significant
influence on the variation of the SA signal (as summarized in Ta-
bles 5, 6 and 7 for di�erent shape measurements). We now address
possible reasons for the observed relationship between �sat and
these selected predictors.

6.1 Dependence on satellite luminosity

As shown in Figs. 6a and 7b, we found that satellite 0.1
Mr has a

very significant influence on the SA signal, with more luminous
satellites being more likely to have their long axes oriented toward
their host central galaxies.

Our result is consistent with the observation of Hung & Ebel-
ing (2012). Based on high quality HST/ACS data for shape mea-
surement they also detected a statistically significant trend for the
dependence of h�sati on satellite luminosity (see their Fig. 6) for
members in 12 X-ray clusters at z ⇠ 0.5–0.6.

Based on N-body simulations, Pereira et al. (2008) reported
that there is no apparent dependence of subhalo alignment signals
on the subhalo mass (see their Fig. 3). In a cosmological hydrody-
namic simulation, Tenneti et al. (2014) found that the misalignment
between a galaxy’s own DM subhalo and its luminous component
becomes larger for less massive galaxies. Therefore, the observed
relationship between h�sati and satellite luminosity may be due to
this misalignment dependence on luminosity. For faint galaxies,
which are typically less massive, they appear to be more randomly
oriented because their luminous components are not good tracers
of the orientation of their own DM halos.

6.2 Dependence on satellite-central distance

Satellite-central distance is another significant factor determining
the strength of the SA e�ect, with satellites located closer to their
centrals having a stronger SA signal. Many previous observational
studies that have reported detections of SA also found dependence of
h�sati on satellite-central distance (Pereira & Kuhn 2005; Agustsson
& Brainerd 2006; Faltenbacher et al. 2007; Siverd et al. 2009; Hung
& Ebeling 2012).

The satellite-central distance dependence naturally reflects the
fact that SA is triggered by tidal forces from the DM potential of the
host halo. Hence, the strength of the tidal force would be stronger
for satellites located closer to the central region of the host halo.
However, as discussed in Sec. 5.2, part of this trend could coming
from bright neighbor and crowded field systematics, especially for
galaxies located near the cluster central region.

From the simulation side, where this radius-dependence can be
measured to small scales without observational systematics, Pereira
et al. (2008) showed that the relationship between the subhalo SA
signal and satellite-central distance is actually non-linear. As shown
in their Fig. 4, the SA signal first rises gradually when satellites
are closer to cluster center, peaks at around 0.5 times the virial
radius, then decreases again toward the center. This is because when
falling into the cluster along an eccentric orbit, a subhalo’s orbiting
speed becomes too fast for the tidal torquing to be e�ective at the
orbital pericenter, so the alignment cannot keep up with the satellite
subhalo’s own motion (see Fig. 8 of Pereira et al. 2008), leading to
the decrease in SA signal at very small radius (see also discussion
in Sec. 6 of Kuhlen et al. 2007).
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Physical origin of satellite galaxy alignment
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Summary — intrinsic alignment in redMaPPer clusters

Central galaxy alignment
Δη ≈ 33°~35°

Satellite galaxy alignment
No significant signal detected using the most 
conservative shape measurement. 
Complicated by noises and systematics. 

We select several predictors that have significant influence on IA. 

Our results could be used to build an empirically-motivated halo 
model for IA including dependencies on galaxy or cluster properties.

IA involves complicated physical processes during galaxy and 
cluster formation. 
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Figure 6. Averaged satellite alignment angle h�sat i of redMaPPer member galaxies in the SDSS DR8 footprint sample as a function of the 4 significant
predictors whose |t | > 1.96 shown in Table 5. The correlation coe�cient between �sat and each predictor is labeled on the lower-right corner of each panel.
One can see that h�sat i < 45� for satellites that have higher luminosity, are located closer to cluster center, are rounder in shape, and have a higher f racDeV .
Especially for the subsamples of luminous satellites, we detect a very significant SA signal. The triangular orange markers show the estimated level of lensing
contamination from background galaxies that are wrongly included in the SA analysis (see Appendix B for details), resulting in h�sat i ⇠ 45.1� across all bins.
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Data precision is increasing, accurate physical models are necessary.
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DES Y1 statistical error for S8 is comparable with IA bias. 

Constraining PC amplitudes Qi to rule out unlikely hydrodynamical scenarios from data. 

On going work : Extending DES Y1 cosmic shear analysis to small scale. (Huang et al. in prep.)

Small scale IA model is needed to really extend cosmological analysis to small scale. 

tomo bin: tomo bin:



101 102

✓ (arcmin)

0.8

0.9

1.0

1.1

1.2

⇠+
/⇠

+ IA
=

0.
0,

d
m

o

2,3

101 102

✓ (arcmin)

0.50

0.75

1.00

1.25

1.50

⇠�
/⇠
� IA

=
0.

0,
d
m

o

2,3

�44

Data precision is increasing, accurate physical models are necessary.
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LSST Y10 error

DES Y1 statistical error for S8 is comparable with IA bias. 

Better information on astrophysical systematics is needed to 
                                           bring the cosmological error down for future Stage IV survey.  

Constraining PC amplitudes Qi to rule out unlikely hydrodynamical scenarios from data. 

Small scale IA model is needed to really extend cosmological analysis to small scale. 

On going work : Extending DES Y1 cosmic shear analysis to small scale. (Huang et al. in prep.)
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