
W H AT  A R E  T H E  R O B U S T  O B S E R VAT I O N A L  
C O N S T R A I N T S  O N  R E I O N I Z AT I O N ?

• Several observational probes available of either the actual ionization 
state of the IGM, or of the prevalence of ionizing photons.

• Quasars: Studying absorption in the Lyα and Lyβ forests of distant 
quasars directly probes the neutral gas at nearby redshifts (often 
called Gunn-Peterson optical depth).

TABLE 2

Ly! Transmitted Flux Ratio

Quasar zem zabs T

J0002+2550......................... 5.80 5.58 0.0170 ! 0.0062

5.43 0.0573 ! 0.0066

5.28 0.0205 ! 0.0045

5.13 0.1243 ! 0.0050

4.98 0.1002 ! 0.0050

J0005"0006........................ 5.85 5.64 0.0823 ! 0.0069

5.49 0.0718 ! 0.0070

5.34 0.0961 ! 0.0066

5.19 0.0578 ! 0.0063

5.04 0.1567 ! 0.0073

J0818+1722......................... 6.00 5.81 0.0216 ! 0.0053

5.66 0.0440 ! 0.0040

5.51 0.0984 ! 0.0043

5.36 0.1192 ! 0.0039

5.21 0.0884 ! 0.0039

5.06 0.1285 ! 0.0042

J0836+0054......................... 5.82 5.52 0.0907 ! 0.0011

5.37 0.0348 ! 0.0009

5.22 0.0606 ! 0.0009

5.07 0.0751 ! 0.0011

4.92 0.1276 ! 0.0011

J0840+5624......................... 5.85 5.66 0.0883 ! 0.0176

5.51 0.1127 ! 0.0260

5.36 0.1661 ! 0.0202

5.21 0.1191 ! 0.0167

5.06 0.1765 ! 0.0190

J0927+2001......................... 5.79 5.61 0.0884 ! 0.0136

5.46 0.1041 ! 0.0163

5.31 0.0596 ! 0.0104

5.16 0.1165 ! 0.0105

5.01 0.1268 ! 0.0117

J1030+0524......................... 6.28 6.10 0.0012 ! 0.0010

5.95 0.0060 ! 0.0010

5.80 0.0260 ! 0.0012

5.65 0.0462 ! 0.0009

5.50 0.0661 ! 0.0009

5.35 0.1147 ! 0.0008

J1044"0125........................ 5.74 5.55 0.0686 ! 0.0022

5.40 0.0520 ! 0.0020

5.25 0.0427 ! 0.0019

5.10 0.0898 ! 0.0020

4.95 0.1139 ! 0.0022

J1048+4637......................... 6.20 5.68 0.0117 ! 0.0011

5.53 0.0519 ! 0.0012

5.38 0.0736 ! 0.0011

J1137+3549......................... 6.01 5.83 0.0116 ! 0.0029

5.68 0.1010 ! 0.0024

5.53 0.0742 ! 0.0026

5.38 0.1341 ! 0.0022

5.23 0.1323 ! 0.0023

5.08 0.0530 ! 0.0025

J1148+5251......................... 6.42 6.25 0.0015 ! 0.0005

6.10 0.0051 ! 0.0005

5.95 0.0038 ! 0.0005

5.80 0.0186 ! 0.0006

5.65 0.0433 ! 0.0005

5.50 0.0278 ! 0.0005

J1250+3130......................... 6.13 5.90 0.0108 ! 0.0033

5.75 0.0055 ! 0.0030

5.60 0.0248 ! 0.0026

5.45 0.0077 ! 0.0026

5.30 0.0776 ! 0.0024

J1306+0356......................... 5.99 5.77 0.0645 ! 0.0020

5.62 0.0690 ! 0.0016

5.47 0.0991 ! 0.0015

5.32 0.0864 ! 0.0014

5.17 0.1156 ! 0.0013

TABLE 2—Continued

Quasar zem zabs T

J1335+3533......................... 5.94 5.73 0.0224 ! 0.0059

5.58 0.0445 ! 0.0074

5.43 0.1215 ! 0.0083

5.28 0.1217 ! 0.0058

5.13 0.1293 ! 0.0064

J1411+1217......................... 5.93 5.71 0.0322 ! 0.0033

5.56 0.0665 ! 0.0031

5.41 0.0858 ! 0.0029

5.26 0.0690 ! 0.0028

5.11 0.1650 ! 0.0030

J1436+5007......................... 5.83 5.66 0.0714 ! 0.0217

5.51 0.0775 ! 0.0315

5.36 0.0895 ! 0.0239

5.21 0.1292 ! 0.0199

5.06 0.1509 ! 0.0224

J1602+4228......................... 6.07 5.85 0.0687 ! 0.0057

5.70 0.0729 ! 0.0044

5.55 0.0795 ! 0.0058

5.40 0.0802 ! 0.0055

5.25 0.0934 ! 0.0036

J1623+3112......................... 6.22 6.08 "0.0071 ! 0.0020

5.93 0.0125 ! 0.0022

5.78 0.0071 ! 0.0024

5.63 0.0402 ! 0.0018

5.48 0.0407 ! 0.0017

5.33 0.0546 ! 0.0016

J1630+4012......................... 6.05 5.77 "0.0165 ! 0.0342

5.62 0.0495 ! 0.0323

5.47 0.1015 ! 0.0353

5.32 0.1376 ! 0.0296

5.17 0.0869 ! 0.0219

Fig. 2.—Evolution of the Ly! GP optical depth with redshift averaged over
intervals !z ¼ 0:15 along each line of sight. At zabs ¼ 4:8 6:3 the sample of
19 quasars in this paper yields a total of 97 independent measurements covering a
total redshift interval of !z ¼ 14:6 (large symbols). In complete GP troughs in
which no flux is detected, the 2 " lower limit on optical depth is indicated with an
arrow. We also include the measurements at lower redshift from Songaila (2004;
small symbols). The dashed curve shows the best-fit power law for zabs < 5:5:
# eAGP ¼ (0:85 ! 0:06) 1þ zð Þ/5½ (4:3!0:3. At zabs k5:7, the evolution accelerates,
with increased dispersion and a rapid deviation from the power-law relation. [See
the electronic edition of the Journal for a color version of this figure.]
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Figure 4. Constraint on the neutral hydrogen fraction from the best sample of spectra (τα
eff,lim > 4.5). The individual Lyα and Lyβ constraints are shown

in light blue and light red, respectively, with vertical error bars representing the sightline-to-sightline scatter in the dark fractions estimated from jackknife
statistics. The strongest constraints are obtained by combining information from the Lyα and Lyβ forests, denoted by the dark purple points, with horizontal
error bars indicating the extent of the redshift bins. The grey upper limits are from the two Keck ESI spectra presented in Paper I (1σ limits); the z ∼ 6.1
constraint is not improved due to the lack of bright quasars at z > 6.2, but now has model-independent error bars (see the text for details). The constraints at
z < 6 are considerably stronger, with x̄H I(⟨z⟩ = 5.87) < 0.11 and x̄H I(⟨z⟩ = 5.58) < 0.09 (both 1σ ).

Table 2. Upper limits on x̄H I obtained from the
high S/N sample (τα

eff,lim > 4.5).

z1 z2 NLOS Npix fdark +1σ

Lyα forest

5.085 5.235 8 148 0.08 0.06
5.335 5.485 10 139 0.09 0.02
5.485 5.635 10 160 0.24 0.08
5.635 5.785 9 140 0.21 0.10
5.785 5.935 7 72 0.42 0.13
5.935 6.085 4 51 0.47 0.15

Lyβ forest

5.480 5.680 6 104 0.13 0.06
5.770 5.970 6 96 0.23 0.11
5.970 6.170 4 50 0.44 0.18

Lyα+Lyβ forest

5.480 5.680 6 92 0.04 0.05
5.770 5.970 6 76 0.06 0.05
5.970 6.170 4 60 0.38 0.20

Notes: The first two columns give the redshift
ranges in which the dark pixel fractions are cal-
culated. The third column is the number of lines
of sight contributing to the redshift bin, and the
fourth column is the number of pixels in that bin.
The fifth column is the dark pixel fraction (scaled
from the negative pixel counts), and the final col-
umn is the 1σ uncertainty on this fraction from
jackknife statistics.

Our limits of x̄H I < 0.11 (0.09) at z ≈ 5.9 (5.6) are the most
robust evidence to date that reionization has completed by z ≈ 6.
In the context of simple patchy reionization models, this new limit
on the end to reionization is even more stringent than provided by
the CMB Thompson scattering optical depth (e.g. Mesinger et al.
2012).

Our sample includes the quasar J0148+0600, which was reported
by Becker et al. (2014) to have a complete Gunn–Peterson trough
in the Lyα forest extending within 5.523 ≤ z ≤ 5.879. Indeed, this

quasar significantly increases the dark pixel fractions in the Lyα

forest at z < 6. However, there are multiple transmission spikes in
the Lyβ forest. In fact, the aligned Lyα and Lyβ forests have only a
single pixel with negative flux in both forests (corresponding to the
value of four expected dark patches quoted in the above results for
this redshift bin). The fact that the Lyα forest is dark and yet the Lyβ

is not implies that for a large part of the sightline the Lyα optical
depth is 6 ! τα

eff ! 10. This is inconsistent with pre-overlap neutral
patches (with τ ∼ 105). Instead, this sightline demonstrates the
presence of large-scale fluctuations in the photoionizing background
at these redshifts (Becker et al. 2014), consistent with theoretical
expectations (e.g. Crociani et al. 2011).

Finally, our highest redshift bin does not show improvement com-
pared to the Paper I results, with x̄H I < 0.58 at z = 6.1 (1σ ). We
now have twice as many sightlines contributing to this bin and thus
employ the jackknife method to estimate the uncertainty (compared
to Paper I where we estimated the cosmic variance expected from
only two sightlines using models of patchy reionization).4 How-
ever, there is little gain in depth, as the limiting τα

eff for the new
data is similar to that of the two deepest Keck spectra in Paper I.
Thus, the resulting constraint on x̄H I is not improved, with the now
model-independent error bars resulting in 1σ constraints somewhat
weaker than our previous estimate from two spectra. Further im-
provement in this redshift bin is limited by the lack of bright quasars
with known redshifts greater than 6; in addition, the Lyα forest is in-
creasingly filled with strong night sky emission lines at wavelengths
corresponding to this redshift, resulting in highly noisy spectra.

5 SU M M A RY

We have updated our constraints on the neutral hydrogen fraction at
z ∼ 5–6 using a sample of 20 high-S/N quasar spectra obtained with
Magellan, MMT, and the VLT (complementing our previous work

4 Our 4–6 sightlines are able to sample the cosmic variance from patchy
reionization to better than 1σ for x̄H I ∼ 0.1 (see fig. 6 in Paper I). We
therefore consider our current sample size large enough to justify the use of
jackknife statistics.

MNRAS 447, 499–505 (2015)
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Model-independant 
constraints: 

xHI < 0.04±0.05 @ z=5.6 
xHI < 0.06±0.05 @ z=5.9



W H AT  D O  W E  K N O W  A B O U T  
R E I O N I Z AT I O N ?
• Cosmic microwave background:  CMB photons scatter off of free electrons on their 

way from the surface of last scattering to our telescopes.  This optical depth can be 
measured via polarization data from CMB experiments. 

• This does not tell us anything about the temporal or spatial inhomogeneity 
about reionization, it simply tells us about the number of electrons along the line 
of sight, and one can approximate this as an instantaneous reionization redshift.
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W H AT  D O  W E  K N O W  A B O U T  
R E I O N I Z AT I O N ?
• Ionizing emissivity:  Using quasar spectra to infer/measure the gas 

temperatures and opacities of Lyα and ionizing photons, one can 
infer the ionizing emissivity in the IGM at various epochs.  

•  Does require some assumptions, including that the mean free 
path to ionizing photons is somewhat short.1032 G. D. Becker and J. S. Bolton

Figure 6. Integrated emissivity of ionizing photons, Ṅion, along with values from the literature over 2 < z < 5. In each panel, the inner shaded band gives
the total range of systematic uncertainty, while the outer shaded band gives the total statistical error. In the left-hand panel the filled circles show the nominal
values of Ṅion for our fiducial model with γ = 1.4 and α = 2.0. In the middle and left-hand panels, the filled circles show Ṅion for values of γ and α

corresponding to those adopted in previous works (Bolton & Haehnelt 2007; Kuhlen & Faucher-Giguère 2012). The Kuhlen & Faucher-Giguère (2012) value
at z = 5 was calculated using # from Bolton & Haehnelt (2007). The literature values have been adjusted for cosmology and to reflect a σν ∝ ν−2.75 scaling of
the H I ionization cross-section. The Kuhlen & Faucher-Giguère (2012) values have also been adjusted to give results integrated over all frequencies ν > ν912.
Differences between our results and those of previous works are related mainly to the combined differences in # and the ionizing opacity, as well as to the fact
that we include radiative transfer effects when computing Ṅion. See the text for details.

based on artificial spectra drawn from hydrodynamical simulations.
An additional factor of 2 comes from the fact that they use a local
source approximation to compute the mean free path and Ṅion (see
Appendix C). The remaining factor of ∼1.2 reflects small differ-
ences in the adopted shape of f (NH I, z) used to compute the mean
free path (see Songaila & Cowie 2010), as well as the fact that our
# values formally decrease from z = 2.4 to 3.2, which amplifies
the radiative transfer effect somewhat above the case discussed in
Appendix C.

6 TH E S O U R C E S O F IO N I Z I N G PH OTO N S

Our estimates for the ionizing emissivity are based on the physical
conditions of the IGM and include the ionizing output from all
sources. We now turn towards disentangling the contributions from
AGN and galaxies, and using the results to infer possible trends in
the ionizing efficiency of galaxies in the post-reionization era.

For the ionizing emissivity of AGN, we adopt estimates made by
Cowie, Barger & Trouille (2009). This work combined direct mea-
surements of the ionizing and near-UV luminosities of AGN at z ∼ 1
with the evolution of the near-UV luminosity density in an X-ray se-
lected sample of broad-line AGN over 0 < z < 5. We compare their
results for the specific emissivity from AGN at 912 Å to our results
for the total specific emissivity from all sources in Fig. 7. The Cowie
et al. (2009) estimate of the AGN contribution falls well below the
total emissivity, and becomes an increasingly small fraction towards
higher redshifts. We calculate the contribution from galaxies, ϵG

912,
by subtracting the AGN estimate from our total values, linearly in-
terpolating the Cowie et al. (2009) AGN measurements on to our
redshift bins and using a Monte Carlo approach to propagate the er-
rors. Our estimates of the galaxy emissivity are shown in Fig. 7. The
galaxy and AGN contributions are potentially comparable, at least
to within the errors, at z ≃ 2.4. At higher redshifts, however, the
galaxies increasingly dominate the ionizing emissivity, producing
essentially all of the ionizing photons just below the Lyman limit at
z ≥ 4. These results are consistent with a picture in which galaxies
provide most of the ionizing photons during hydrogen reionization

Figure 7. The specific emissivity at 912 Å. The filled circles give our results
for our fiducial parameters (γ = 1.4, α = 2.0). The inner shaded band gives
the total range of systematic uncertainty, while the outer shaded band gives
the total statistical error. Estimates of the AGN emissivity from Cowie
et al. (2009) are shown as open squares, while the dotted line is the model
AGN emissivity adopted by Haardt & Madau (2012). The open circles give
our results after subtracting the Cowie et al. (2009) estimate of the AGN
contribution. The error bars at z = 2.85 and z = 3.0 are estimates of the
emissivity from galaxies brighter than ∼0.1L∗ based on direct measurements
of escaping ionizing radiation from LBGs and LAEs (Mostardi et al. 2013;
Nestor et al. 2013).

(z > 6), but also indicate that the contribution from galaxies remains
dominant down to much lower redshifts.

The contribution of AGN to the UV background is a subject of
ongoing debate (for a recent discussion see Fontanot, Cristiani &
Vanzella 2012). Haardt & Madau (2012), for example, adopt an
AGN ionizing emissivity based on bolometric luminosity functions
compiled by Hopkins, Richards & Hernquist (2007) that is roughly
a factor of 2 higher than the Cowie et al. (2009) estimates. We show
the Haardt & Madau (2012) model as a dotted line in Fig. 7. For
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G A L A X I E S  A R E  T H E  M O S T  L I K E LY  
I O N I Z I N G  S O U R C E S

• Estimates of the potential contribution from quasars show that it dies 
off steeply at z > 3, while galaxies exhibit a more modest decline.

Hopkins+07
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Q U A N T I F Y I N G  T H E  C O N T R I B U T I O N  O F  
G A L A X I E S  T O  R E I O N I Z AT I O N

• From a galaxy standpoint, we need to understand 
three things:

• The UV luminosity density ρUV

• Integral of the UV luminosity function, to some limiting faint magnitude.

• The conversion from UV luminosity density to ionizing photon 
density

• ξion, or the Lyman continuum photon production efficiency

M=-13

Common assumptions  
(e.g., Finkelstein+12, 15; 

Robertson+13, 15)

Mlim=-13

log ξion=25.2 
(modestly 

metal-poor 
stars)



Q U A N T I F Y I N G  T H E  C O N T R I B U T I O N  O F  
G A L A X I E S  T O  R E I O N I Z AT I O N

• From a galaxy standpoint, we need to understand 
three things:

• The UV luminosity density ρUV

• Integral of the UV luminosity function, to some limiting faint magnitude.

• The conversion from UV luminosity density to ionizing photon 
density

• ξion, or the Lyman continuum photon production efficiency

• The escape fraction of ionizing photons.

• Where we have the least knowledge

M=-13

Common assumptions  
(e.g., Finkelstein+12, 15; 

Robertson+13, 15)

Mlim=-13

log ξion=25.2 
(modestly 

metal-poor 
stars)

fesc = 0.1 - 0.5

The product of these three 
numbers gives the escaping 
ionizing emissivity at a given 

epoch



R E F E R E N C E  L U M I N O S I T Y  F U N C T I O N S :  S I M U LTA N E O U S  
C O N S T R A I N T S  F R O M  A L L  R E C E N T  S T U D I E S

Data from: 
Bouwens+15ac  
Bowler+14,15 
Castellano+10 

Finkelstein+15 
McLeod+15,16 

McLure+09 
McLure+13 

Oesch+13,14 
Schenker+13 
Schmidt+14 

Tilvi+13 
van der Burg+10 

Finkelstein 16

Galaxies at z > 6 17
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Figure 5. A compilation of luminosity function data from the literature. Data from space-based surveys are shown in blue, and
ground-based surveys in green. In each panel, I show the reference Schechter function fit (§5.3) to all available data points as the red
curves. The lower-right panel overplots the fiducial Schechter functions together at all five redshifts. These Schechter function values
and associated uncertainties are given in Table 2. The studies used in the fitting are: Bouwens et al. (2015c) at z = 4–10; Finkelstein
et al. (2015c) at z = 4–8; van der Burg et al. (2010) at z = 4–5; McLure et al. (2009) at z = 5–6; McLure et al. (2013) at z = 7–9;
Schenker et al. (2013) at z = 7–8; Bouwens et al. (2015b) at z = 9–10; Bowler et al. (2015) at z = 6; Castellano et al. (2010), Tilvi
et al. (2013) and Bowler et al. (2014) at z = 7; Schmidt et al. (2014) at z = 8; Oesch et al. (2013) and McLeod et al. (2015) at z = 9;
and Oesch et al. (2014) and McLeod et al. (2016) at z = 10.

5.3 A Reference Luminosity Function

As discussed at the beginning of the previous subsec-
tion, many groups have published measurements of rest-
frame UV luminosity functions at z ≥ 6. There are a
variety of datasets used, both deep space-based, and
relatively shallow ground-based, thus one study alone
may not have the dynamic range to fully constrain the
full luminosity function. As a perhaps crude, yet illus-
trative attempt to shed light on the evolution of this
useful tool, in this subsection I combine published re-
sults from a number of studies in an attempt to derive a
set of “reference” rest-frame UV luminosity functions at
z = 4–102. I use the data from all studies listed in the
first paragraph of §5.2 where the luminosity function
data was available, with the exception of the z = 6 re-
sults from Willott et al. (2013) as Bowler et al. (2015)

2I extend down to z = 4 to allow the use of this analysis in the
subsequent sections, using data from van der Burg et al. 2010;
Bouwens et al. 2015c; Finkelstein et al. 2015c at z = 4, and van
der Burg et al. 2010; McLure et al. 2009; Bouwens et al. 2015c;
Finkelstein et al. 2015c at z = 5

found that the Willott et al. sample did not include
many true z ∼ 6 galaxies, possibly due to the shallow-
ness of the earlier data. Likewise, I do not include the
z = 7 results from Ouchi et al. (2009), as they applied a
very high contamination correction of 50%; see discus-
sion in Appendix F.3 of Bouwens et al. (2015c). I also do
not include the data from Bouwens et al. (2007, 2011b),
as they are superseded by Bouwens et al. (2015c). Fi-
nally, I do not include the recent lensed lumi-
nosity functions of Ishigaki et al. (2015), Atek
et al. (2015), or Livermore et al. (2016) due to
the likely strong presence of Eddington bias (see
discussion in Livermore et al. 2016).

I acknowledge that many of these studies use simi-
lar datasets in the same survey fields, thus the same
galaxies may contribute to multiple data points, and
this analysis does not include possible systematic ef-
fects which could broaden the error budget. However,
even studies which utilize the same surveys use a wide
range of data reduction, photometry, and sample selec-
tion techniques which can and does result in differences

PASA (2016)
doi:10.1017/pas.2016.xxx

Based off of 
>1000 galaxies now 
known at z > 6 from 

the CANDELS, HUDF 
and UltraVISTA 

surveys.



R E F E R E N C E  L U M I N O S I T Y  F U N C T I O N S :  S I M U LTA N E O U S  
C O N S T R A I N T S  F R O M  A L L  R E C E N T  S T U D I E S

Data from: 
Bouwens+15ac  
Bowler+14,15 
Castellano+10 

Finkelstein+15 
McLeod+15,16 

McLure+09 
McLure+13 

Oesch+13,14 
Schenker+13 
Schmidt+14 

Tilvi+13 
van der Burg+10 

Finkelstein 16

Galaxies at z > 6 17

       

10−6

10−5

10−4

10−3

10−2

ϕ
 (#

 M
ag

−1
 M

pc
−3

)

−23−22−21−20−19−18−17
MUV

z=4

Space
Ground
Space
Ground

       

 

 

 

 

 

−23−22−21−20−19−18−17
MUV

z=5

       

 

 

 

 

 

−23−22−21−20−19−18−17
MUV

z=6

       

 

 

 

 

 

−23−22−21−20−19−18−17
MUV

z=7

10−6

10−5

10−4

10−3

10−2

ϕ
 (#

 M
ag

−1
 M

pc
−3

)

−23−22−21−20−19−18−17

10−6

10−5

10−4

10−3

10−2

ϕ
 (#

 M
ag

−1
 M

pc
−3

)

z=8

−23−22−21−20−19−18−17
MUV

 

 

 

 

 z=9

−23−22−21−20−19−18−17
MUV

 

 

 

 

 z=10

−23−22−21−20−19−18−17
MUV

 

 

 

 

 Schechter fits
at z=4−10

10−6

10−5

10−4

10−3

10−2

ϕ
 (#

 M
ag

−1
 M

pc
−3

)

Figure 5. A compilation of luminosity function data from the literature. Data from space-based surveys are shown in blue, and
ground-based surveys in green. In each panel, I show the reference Schechter function fit (§5.3) to all available data points as the red
curves. The lower-right panel overplots the fiducial Schechter functions together at all five redshifts. These Schechter function values
and associated uncertainties are given in Table 2. The studies used in the fitting are: Bouwens et al. (2015c) at z = 4–10; Finkelstein
et al. (2015c) at z = 4–8; van der Burg et al. (2010) at z = 4–5; McLure et al. (2009) at z = 5–6; McLure et al. (2013) at z = 7–9;
Schenker et al. (2013) at z = 7–8; Bouwens et al. (2015b) at z = 9–10; Bowler et al. (2015) at z = 6; Castellano et al. (2010), Tilvi
et al. (2013) and Bowler et al. (2014) at z = 7; Schmidt et al. (2014) at z = 8; Oesch et al. (2013) and McLeod et al. (2015) at z = 9;
and Oesch et al. (2014) and McLeod et al. (2016) at z = 10.

5.3 A Reference Luminosity Function

As discussed at the beginning of the previous subsec-
tion, many groups have published measurements of rest-
frame UV luminosity functions at z ≥ 6. There are a
variety of datasets used, both deep space-based, and
relatively shallow ground-based, thus one study alone
may not have the dynamic range to fully constrain the
full luminosity function. As a perhaps crude, yet illus-
trative attempt to shed light on the evolution of this
useful tool, in this subsection I combine published re-
sults from a number of studies in an attempt to derive a
set of “reference” rest-frame UV luminosity functions at
z = 4–102. I use the data from all studies listed in the
first paragraph of §5.2 where the luminosity function
data was available, with the exception of the z = 6 re-
sults from Willott et al. (2013) as Bowler et al. (2015)

2I extend down to z = 4 to allow the use of this analysis in the
subsequent sections, using data from van der Burg et al. 2010;
Bouwens et al. 2015c; Finkelstein et al. 2015c at z = 4, and van
der Burg et al. 2010; McLure et al. 2009; Bouwens et al. 2015c;
Finkelstein et al. 2015c at z = 5

found that the Willott et al. sample did not include
many true z ∼ 6 galaxies, possibly due to the shallow-
ness of the earlier data. Likewise, I do not include the
z = 7 results from Ouchi et al. (2009), as they applied a
very high contamination correction of 50%; see discus-
sion in Appendix F.3 of Bouwens et al. (2015c). I also do
not include the data from Bouwens et al. (2007, 2011b),
as they are superseded by Bouwens et al. (2015c). Fi-
nally, I do not include the recent lensed lumi-
nosity functions of Ishigaki et al. (2015), Atek
et al. (2015), or Livermore et al. (2016) due to
the likely strong presence of Eddington bias (see
discussion in Livermore et al. 2016).

I acknowledge that many of these studies use simi-
lar datasets in the same survey fields, thus the same
galaxies may contribute to multiple data points, and
this analysis does not include possible systematic ef-
fects which could broaden the error budget. However,
even studies which utilize the same surveys use a wide
range of data reduction, photometry, and sample selec-
tion techniques which can and does result in differences

PASA (2016)
doi:10.1017/pas.2016.xxx

Based off of 
>1000 galaxies now 
known at z > 6 from 

the CANDELS, HUDF 
and UltraVISTA 

surveys.

Note the steepening faint-end slopes! 
"(z) = -1.91 - 0.11(z-6) 

This implies that faint galaxies, below our 
nominal detection limits, may be dominating 

the luminous emission from galaxies!
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Fig. 1.— Galaxy UV luminosity functions (left) and their local slopes (right) at 5 di↵erent redshifts for the fiducial B20MR.R100 simulation set. Points with
error-bars and dotted lines in the left panel are observational data and their Schechter function fits from Bouwens et al. (2015), while the dashed lines are Schechter
function fits to the simulation results in the interval �22 < M1500 < �16.

ical modeling, is the limiting magnitude Mcut to which the
Schechter fit to the luminosity function must be integrated to
recover the total luminosity density. To illustrate its role, I
show in Figure 2 cumulative luminosity functions for 3 dif-
ferent simulation sets with varied spatial and mass resolution.
Actual model luminosity functions start deviating from their
Schechter fits at M1500 ⇠ �14, and reach their asymptotic val-
ues at M1500 > �12. One can then define the cuto↵ luminosity
Lcut for the Schechter function fit so that the total luminosity
density jUV in the actual simulated luminosity function and

Fig. 2.— Cumulative galaxy UV luminosity functions for 3 di↵erent simu-
lation sets with di↵erent mass and spatial resolution and Schechter function
fits to the fiducial set B20MR.R100.

its Schechter fit are equal,

jUV ⌘
Z 1

0
�SIM(L) L dL =

Z 1

Lcut

�SCH(L) L dL. (1)

Corresponding magnitude cuts are plotted in Figure 3 for
the three simulation sets used above, and two larger box sets
(to test the e↵ect of the box size). About 1 magnitude dif-
ference between di↵erent simulations sets should be treated
as the estimate of the theoretical uncertainty, as all sets are
weakly numerically converged (Gnedin 2016); however, some
modest, below 20%, residual dependence on the mass and
spatial resolution and on the box size remains. The cuto↵
magnitude is slightly redshift dependent, but that dependence
is too mild to significantly a↵ect ionization history modeling
discussed below.

3. IONIZATION HISTORY MODELING

Galaxy UV luminosity functions are often used in modeling
reionization history of the universe. The simplest form of such
modeling was introduced by Madau et al. (1999); it is based
on a single evolution equation for the filling factor of ionized
gas QHII,

dQHII

dt

=
ṅion

nH
� QHII

t̄rec
, (2)

where ṅion is the globally averaged rate of production of hy-
drogen ionizing photons, nH is the averaged hydrogen nuclei
density, and t̄rec is the harmonically averaged, ionizing gas
mass-weighted hydrogen recombination time,

t̄rec ⌘ hxi

/treciM/hxi

i
M

. (3)

Madau et al. (1999) type modeling remains a useful tool de-
spite its simplicity; in particular, I use hereafter the work of
Robertson et al. (2015) as one of the most recent and widely
regarded analytical models of reionization.
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• While we now have excellent constraints on the 
luminosity function, what is the shape of the LF 
below our detection limits?

Section 6.5). Prior to each recorded chain, we performed a
burn-in run with a number of steps equal to 10% of the number
of steps in each chain. The starting point for the burn is a brute-
force 2c fit of a grid of α and M* values to our data. At the end
of the burn, the final values of the parameters from the last step
were then the starting points for each chain. The rest of the
burn-in results were not recorded. During each step, new values
of M* and α were chosen from a random Gaussian distribution,
with the Gaussian width tuned to generate an approximate
acceptance rate of 23%. During each step *j was calculated as
the normalization. If the difference between the likelihood of
the model for the current step exceeds that from the previous

step by more than a randomly drawn value (i.e., ≡2 ln (n);
where n is a uniform random number between zero and unity),
then the current values of the Schechter function parameters
were recorded. If not, the chain reverted to the value from the
previous step.
By running 10 independent chains, we mitigate against being

trapped by local minima in the parameter space. Our final result
links these 10 chains together, giving a distribution of 106

values of the Schechter function parameters at each redshift.
The results were visually inspected to confirm that the chains
reached convergence. For each Schechter function parameter,
the best-fit values were taken to be the median of the

Figure 10. Rest-frame UV luminosity functions for our z = 4–8 galaxy samples. The large red circles denote our stepwise maximum likelihood luminosity function,
while the solid red line denotes our best-fitting Schechter function, with the best-fit values given by the inset text. We do not use data below the determined 50%
completeness level in each field. As the HUDF is our deepest field, the magnitude of our last data point denotes the 50% completeness limit in the HUDF. The dashed
lines show the best-fit single power law at each redshift. We also show several luminosity functions from the literature, as indicated in the legends.
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Figure 4. Local Group galaxies at z ⇠ 7. The data points show the observed UV luminosity function at z ⇠ 7 from Finkelstein et al.
(2014; HST, no lensing; black squares) and Atek et al. (2015; HST Frontier Fields; gray triangles). The best-fit Schechter (1976) function
(M⇤ = �21.03, �⇤ = 1.57⇥ 10�4 mag�1 Mpc�3, ↵ = �2.03) from Finkelstein et al. is displayed as a solid curve, while its extrapolation
to lower luminosities is shown as a dashed line. The observational limits are also shown for the HUDF (assuming a completeness limit of
M

UV

= �18), the HST Frontier Fields [assuming m
lim

= 28.7 before lensing and a lensing magnification of 5 (1.75 magnitudes) or 10 (2.5
magnitudes)], and JWST (assuming m

lim

= 31.5; this same depth would be reached in the Frontier Fields at z = 7 with a magnification
of 13.18 or 2.8 magnitudes). The modeled hM

UV

(z ⇠ 7)i for various Local Group galaxies are plotted as vertical bands (with error bars
giving 1� uncertainties; see Table 1), indicating the power of local observations for interpreting deep-field data. Consensus reionization
models require extrapolation to M

UV

(z ⇠ 7) ⇡ �13, corresponding to the brightest dSphs today (Fornax, Sagittarius).

potentially revealing the faintest galaxies required for reion-
ization. (We note that, based on the results of W14, we do
not expect a strong truncation in the LF at at M

UV

⇠ �13
or even at significantly fainter magnitudes; the idea of a
limiting magnitude M

lim

required for reionization is more of
a mathematical construct than a physical cut-o↵. However,
this does not preclude the possibility that the LF becomes
shallower near M

lim

; see Sec. 3.1.) Progenitors of the vast
majority of Local Group dwarfs will remain unobservable
even with a JWST Frontier Fields-like project, however.
This highlights the inherent di�culty of high-z observations
and the power of studying the high-z Universe through its
local descendants.

3.2 Near-field / deep-field connections

Figure 4 indicates that the faintest galaxies observable in
the HUDF at z ⇠ 7 likely are hosted by M

vir

⇡ 3⇥1010 M�
halos, while the atomic cooling threshold of T

vir

⇡ 104 K
corresponds to M

UV

⇡ �10. B14 showed that the ELVIS

suite of simulated Local Groups predicts approximately 50
surviving, bound remnants of M

vir

(z ⇠ 7) > 108 M� halos
in the Milky Way’s virial volume today. They argued this
was potentially problematic, as even low-level star formation
in such halos would quickly over-produce the observed stellar
content of Milky Way satellites.

This tension is evident in Figure 5, which shows the

z ⇠ 7 UV LF of the Milky Way and its satellites (sym-
bols) as well as predicted dark matter halo mass func-
tions from the ELVIS simulation suite (gray shaded region).
The corresponding values of M

UV

based on the abundance
matching model described in Sec. 3.1 are given in the up-
per horizontal axis. The LF from direct modeling of SFHs
and from abundance matching are in good agreement for
M

UV

. �12 (M
vir

⇡ 5 ⇥ 108 M�), but the disagreement
disappears for fainter galaxies (lower mass halos), with low-
mass halos far outnumbering the number of known galaxies
even at the modeled z ⇠ 7 luminosity of Draco and Leo
II (M

UV

⇠ �9, corresponding to M
halo

⇠ 3 ⇥ 107 M�).
If every dark matter halo is capable of hosting a galaxy,
then there should be 40-100 surviving descendants of galax-
ies with M

UV

(z ⇠ 7) . �10; our modeling predicts there
are only 10 or so such galaxies around the Milky Way to-
day. Either only a small fraction of the halos at this mass
(M

halo

⇡ 108 M�) are capable of cooling gas and forming
stars at z ⇠ 7 or the mapping between halo mass and UV
luminosity is highly stochastic at early times in low-mass
halos – both of which are contrary to current models and
simulation results; or the UV LF breaks at M

UV

⇠ �13,
with M

vir

. 109 M� halos hosting fainter galaxies than our
fiducial abundance matching model predicts. Whichever of
these possibilities is correct, there are important implica-
tions for the threshold of galaxy formation and the mass
scale of halos that host classical and ultra-faint dSphs.

c� 2015 RAS, MNRAS 000, 1–11
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Finkelstein+15
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Fig. 1.— Galaxy UV luminosity functions (left) and their local slopes (right) at 5 di↵erent redshifts for the fiducial B20MR.R100 simulation set. Points with
error-bars and dotted lines in the left panel are observational data and their Schechter function fits from Bouwens et al. (2015), while the dashed lines are Schechter
function fits to the simulation results in the interval �22 < M1500 < �16.

ical modeling, is the limiting magnitude Mcut to which the
Schechter fit to the luminosity function must be integrated to
recover the total luminosity density. To illustrate its role, I
show in Figure 2 cumulative luminosity functions for 3 dif-
ferent simulation sets with varied spatial and mass resolution.
Actual model luminosity functions start deviating from their
Schechter fits at M1500 ⇠ �14, and reach their asymptotic val-
ues at M1500 > �12. One can then define the cuto↵ luminosity
Lcut for the Schechter function fit so that the total luminosity
density jUV in the actual simulated luminosity function and

Fig. 2.— Cumulative galaxy UV luminosity functions for 3 di↵erent simu-
lation sets with di↵erent mass and spatial resolution and Schechter function
fits to the fiducial set B20MR.R100.

its Schechter fit are equal,

jUV ⌘
Z 1

0
�SIM(L) L dL =

Z 1

Lcut

�SCH(L) L dL. (1)

Corresponding magnitude cuts are plotted in Figure 3 for
the three simulation sets used above, and two larger box sets
(to test the e↵ect of the box size). About 1 magnitude dif-
ference between di↵erent simulations sets should be treated
as the estimate of the theoretical uncertainty, as all sets are
weakly numerically converged (Gnedin 2016); however, some
modest, below 20%, residual dependence on the mass and
spatial resolution and on the box size remains. The cuto↵
magnitude is slightly redshift dependent, but that dependence
is too mild to significantly a↵ect ionization history modeling
discussed below.

3. IONIZATION HISTORY MODELING

Galaxy UV luminosity functions are often used in modeling
reionization history of the universe. The simplest form of such
modeling was introduced by Madau et al. (1999); it is based
on a single evolution equation for the filling factor of ionized
gas QHII,

dQHII

dt

=
ṅion

nH
� QHII

t̄rec
, (2)

where ṅion is the globally averaged rate of production of hy-
drogen ionizing photons, nH is the averaged hydrogen nuclei
density, and t̄rec is the harmonically averaged, ionizing gas
mass-weighted hydrogen recombination time,

t̄rec ⌘ hxi

/treciM/hxi

i
M

. (3)

Madau et al. (1999) type modeling remains a useful tool de-
spite its simplicity; in particular, I use hereafter the work of
Robertson et al. (2015) as one of the most recent and widely
regarded analytical models of reionization.
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Section 6.5). Prior to each recorded chain, we performed a
burn-in run with a number of steps equal to 10% of the number
of steps in each chain. The starting point for the burn is a brute-
force 2c fit of a grid of α and M* values to our data. At the end
of the burn, the final values of the parameters from the last step
were then the starting points for each chain. The rest of the
burn-in results were not recorded. During each step, new values
of M* and α were chosen from a random Gaussian distribution,
with the Gaussian width tuned to generate an approximate
acceptance rate of 23%. During each step *j was calculated as
the normalization. If the difference between the likelihood of
the model for the current step exceeds that from the previous

step by more than a randomly drawn value (i.e., ≡2 ln (n);
where n is a uniform random number between zero and unity),
then the current values of the Schechter function parameters
were recorded. If not, the chain reverted to the value from the
previous step.
By running 10 independent chains, we mitigate against being

trapped by local minima in the parameter space. Our final result
links these 10 chains together, giving a distribution of 106

values of the Schechter function parameters at each redshift.
The results were visually inspected to confirm that the chains
reached convergence. For each Schechter function parameter,
the best-fit values were taken to be the median of the

Figure 10. Rest-frame UV luminosity functions for our z = 4–8 galaxy samples. The large red circles denote our stepwise maximum likelihood luminosity function,
while the solid red line denotes our best-fitting Schechter function, with the best-fit values given by the inset text. We do not use data below the determined 50%
completeness level in each field. As the HUDF is our deepest field, the magnitude of our last data point denotes the 50% completeness limit in the HUDF. The dashed
lines show the best-fit single power law at each redshift. We also show several luminosity functions from the literature, as indicated in the legends.
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Figure 4. Local Group galaxies at z ⇠ 7. The data points show the observed UV luminosity function at z ⇠ 7 from Finkelstein et al.
(2014; HST, no lensing; black squares) and Atek et al. (2015; HST Frontier Fields; gray triangles). The best-fit Schechter (1976) function
(M⇤ = �21.03, �⇤ = 1.57⇥ 10�4 mag�1 Mpc�3, ↵ = �2.03) from Finkelstein et al. is displayed as a solid curve, while its extrapolation
to lower luminosities is shown as a dashed line. The observational limits are also shown for the HUDF (assuming a completeness limit of
M

UV

= �18), the HST Frontier Fields [assuming m
lim

= 28.7 before lensing and a lensing magnification of 5 (1.75 magnitudes) or 10 (2.5
magnitudes)], and JWST (assuming m

lim

= 31.5; this same depth would be reached in the Frontier Fields at z = 7 with a magnification
of 13.18 or 2.8 magnitudes). The modeled hM

UV

(z ⇠ 7)i for various Local Group galaxies are plotted as vertical bands (with error bars
giving 1� uncertainties; see Table 1), indicating the power of local observations for interpreting deep-field data. Consensus reionization
models require extrapolation to M

UV

(z ⇠ 7) ⇡ �13, corresponding to the brightest dSphs today (Fornax, Sagittarius).

potentially revealing the faintest galaxies required for reion-
ization. (We note that, based on the results of W14, we do
not expect a strong truncation in the LF at at M

UV

⇠ �13
or even at significantly fainter magnitudes; the idea of a
limiting magnitude M

lim

required for reionization is more of
a mathematical construct than a physical cut-o↵. However,
this does not preclude the possibility that the LF becomes
shallower near M

lim

; see Sec. 3.1.) Progenitors of the vast
majority of Local Group dwarfs will remain unobservable
even with a JWST Frontier Fields-like project, however.
This highlights the inherent di�culty of high-z observations
and the power of studying the high-z Universe through its
local descendants.

3.2 Near-field / deep-field connections

Figure 4 indicates that the faintest galaxies observable in
the HUDF at z ⇠ 7 likely are hosted by M

vir

⇡ 3⇥1010 M�
halos, while the atomic cooling threshold of T

vir

⇡ 104 K
corresponds to M

UV

⇡ �10. B14 showed that the ELVIS

suite of simulated Local Groups predicts approximately 50
surviving, bound remnants of M

vir

(z ⇠ 7) > 108 M� halos
in the Milky Way’s virial volume today. They argued this
was potentially problematic, as even low-level star formation
in such halos would quickly over-produce the observed stellar
content of Milky Way satellites.

This tension is evident in Figure 5, which shows the

z ⇠ 7 UV LF of the Milky Way and its satellites (sym-
bols) as well as predicted dark matter halo mass func-
tions from the ELVIS simulation suite (gray shaded region).
The corresponding values of M

UV

based on the abundance
matching model described in Sec. 3.1 are given in the up-
per horizontal axis. The LF from direct modeling of SFHs
and from abundance matching are in good agreement for
M

UV

. �12 (M
vir

⇡ 5 ⇥ 108 M�), but the disagreement
disappears for fainter galaxies (lower mass halos), with low-
mass halos far outnumbering the number of known galaxies
even at the modeled z ⇠ 7 luminosity of Draco and Leo
II (M

UV

⇠ �9, corresponding to M
halo

⇠ 3 ⇥ 107 M�).
If every dark matter halo is capable of hosting a galaxy,
then there should be 40-100 surviving descendants of galax-
ies with M

UV

(z ⇠ 7) . �10; our modeling predicts there
are only 10 or so such galaxies around the Milky Way to-
day. Either only a small fraction of the halos at this mass
(M

halo

⇡ 108 M�) are capable of cooling gas and forming
stars at z ⇠ 7 or the mapping between halo mass and UV
luminosity is highly stochastic at early times in low-mass
halos – both of which are contrary to current models and
simulation results; or the UV LF breaks at M

UV

⇠ �13,
with M

vir

. 109 M� halos hosting fainter galaxies than our
fiducial abundance matching model predicts. Whichever of
these possibilities is correct, there are important implica-
tions for the threshold of galaxy formation and the mass
scale of halos that host classical and ultra-faint dSphs.
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Directly Observing the Galaxies Likely Responsible for Reionization 9

Figure 7. V606, I814, J125 image of Abell 2744 (left) and MACS 0416 (right). The critical line at z = 7 from the CATS team
model (Jauzac et al. 2015a) is shown in red. The positions of the high-z galaxy sample at z =6, 7, 8 and 9 are indicated by
green, cyan, magenta and yellow circles respectively.

w
av
el
et
-

su
bt
ra
ct
ed

or
ig
in
al

f435w f606w f814w f105w f125w f140w f160w

w
av
el
et
-

su
bt
ra
ct
ed

or
ig
in
al

f435w f606w f814w f105w f125w f140w f160w

Figure 8. Postage stamp images of a2744 z6 2830 and m0416 z6 112879, the two intrinsically faintest galaxies from the z ∼ 6
sample detected in the Abell 2744 and MACS 0416 cluster fields respectively. The circle shows a 0.4” aperture. These galaxes
are magnified by factors ∼ 60× and ∼ 18×, giving intrinsic UV magnitudes of MUV = −12.4 and −14.1 respectively. The top
row shows the original images and the lower row the wavelet-subtracted images, where removal of bright foreground galaxies
close to the line of sight allows the distant galaxies to be seen more easily.
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ABSTRACT

We report a new analysis of the Hubble Frontier Fields clusters Abell 2744 and MACS 0416 using
wavelet decomposition to remove the cluster light, enabling the detection of highly magnified (>50×)
galaxies a factor of 10× fainter in luminosity than previous studies. We find 167 galaxies at z ! 6, and
with this sample we are able to characterize the UV luminosity function to MUV = −12.5 at z ∼ 6,
−14 at z ∼ 7 and −15 at z ∼ 8. We find a steep faint-end slope (α < −2), and with our improved
statistics at the faint end we reduce the fractional uncertainty on α to < 2% at z ∼ 6 − 7 and 4%
at z ∼ 8. We also investigate the systematic uncertainty due to the lens modelling by using every
available lens model individually and comparing the results; this systematic fractional uncertainty on
α is < 4% at all redshifts. We now directly observe galaxies in the luminosity regime where some
simulations predict a change in the faint-end slope of the luminosity function (Jaacks et al. 2013;
O’Shea et al. 2015; Boylan-Kolchin et al. 2015; Liu et al. 2015) yet our results provide statistically
very strong evidence against any turnover in the luminosity range probed, more consistent with
simulations in which stars form in lower-mass halos (Finlator et al. 2011; Yue et al. 2016;
Gnedin 2016). Thus we find strong support for the extension of the steep luminosity function to
MUV = −13 at z > 6, consistent with the number of faint galaxies needed to reionize the Universe
under standard assumptions.

Keywords: galaxies: high-redshift — galaxies: luminosity function — reionization — gravitational
lensing: strong

1. INTRODUCTION

Since the installation of the Wide Field Camera 3
(WFC3) on the Hubble Space Telescope (HST ), blank-
field studies have discovered increasing numbers of
faint, high-redshift galaxies. The faint end of the
rest-frame ultraviolet (UV) luminosity function is steep
(α ∼ −2; Bouwens et al. 2011, 2015; McLure et al. 2013;
Finkelstein et al. 2015), implying that the UV luminos-
ity density – and therefore the ionizing photons respon-
sible for the reionization of the Universe – are dominated
by faint galaxies. However, in order for galaxies to pro-
duce sufficient ionizing radiation to power reionization,
one must integrate the luminosity function to at least
a factor of 100 in luminosity below the direct observa-
tional limits of HST, to an absolute UV magnitude of
MUV = −13 (Finkelstein et al. 2015; Robertson et al.
2015, assuming an escape fraction fesc = 13 −

20%, Lyman continuum photon production effi-
ciency of log10 ξion = 53.14 (Lyc photons s−1 M−1

⊙ yr)

and clumping factor C = 3). It is unclear that
the luminosity function should continue unbroken to
this magnitude; simulations indicate that it flattens
at some magnitude MUV > −17. This flattening is
caused both by the suppression of star formation in
low-mass galaxies by heating from the ionizing back-
ground and by inefficient cooling of gas at low metal-
licities, such that at very low mass (< 2 × 108M⊙)
not all halos contain stars (e.g. Finlator et al. 2011;
Jaacks et al. 2013; O’Shea et al. 2015; Liu et al. 2015;
Yue et al. 2016; Gnedin 2016). A flattened luminosity
function at high redshift is also implied by observations
of local dwarf galaxies, which should be ∼ 100× more
abundant if the luminosity function continues to rise be-
yondMUV ∼ −14 at z = 7 (Boylan-Kolchin et al. 2015).
If the luminosity function does flatten, this presents

a challenge for models of reionization. However, the
turnover, if it exists, lies beyond the nominal reach of
HST. The Hubble Frontier Fields (HFF) program (PI:
Lotz) aims to approach this problem by observing mas-
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Figure 3. H160-band images of Abell 2744 (top) and MACS 0416 (bottom) before (left) and after (right) wavelet decomposition,
shown with the same scaling. As a guide, the critical line at z = 7 is shown in red. The zoomed in regions (shown with a
harder stretch) illustrate some of the faint sources that are obscured by cluster light in the original images but are easily visible
after wavelet decomposition.

than this, all or part of the galaxy is removed in
the wavelet-subtraction process. Although high-
redshift galaxies brighter than this limit are rare,
we therefore need to use both the original and
wavelet-subtracted images for detection to en-
sure that we find any that may exist. We also
need to ensure that we can measure accurate
photometry when using the wavelet-subtracted
images for detection. The center panel of Figure
4 shows that photometry measured in the orig-
inal image for sources detected in the wavelet-
subtracted images (scales 3-5) is of compara-
ble accuracy to that of sources detected in the
original image (but note that more sources are
included for the wavelet-subtracted images at
the faint end). If we both detect and measure
sources in the wavelet-subtracted images, we find
that in the range where sources can be efficiently
recovered (m > 26) the images subtracted on
scales 4 and 5 have measurement errors com-
parable to sources measured in the original im-
age (again, over more sources overall). However,

there is a systematic shift towards fainter magni-
tudes: this is because objects that are partially
removed in the wavelet-subtraction process or
lie close to residuals are still included. Therefore,
we only use the wavelet photometry when it is within
1σ of the photometry on the original image (using the
wavelet-subtracted image for detection in both cases).
This results in accurate recovered photometry on scale
j = 4 while maximizing the signal-to-noise by using the
wavelet-subtracted image where possible. If we use scale
j = 3, the recovered flux is reduced even when mea-
suring in the original image because oversubtraction of
galaxy light causes the Kron apertures to be drawn too
small. Scale j = 4 is therefore our preferred scale on
which to model and subtract the cluster light, and this
scale is used throughout the remainder of this paper.
We also note that detection in the wavelet-subtracted

images is hampered for bright (H160 < 25) galaxies as
they get removed when we perform the subtraction to
smaller scales. Although we do not expect to find
any high-redshift galaxies in this regime, we nonetheless
choose to combine catalogs from the wavelet-subtracted
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(see similar analyses w/ other techniques by 
Castellano+16, Merlin+16, Bouwens+16)
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Figure 3 | Rest-frame UV luminosity functions at z = 6 − 8 from the Hubble Frontier Fields samples. The solid green line is the fit to the CANDELS2 data, and the
green dashed line extends this fit to fainter magnitudes. The solid purple line is the intrinsic Schechter function fit to the combined HFF and CANDELS data, and the
dotted line shows the intrinsic Schechter function after convolving with the magnification errors to account for Eddington bias.
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Figure 4 | The difference in Bayes Information Criterion (BIC) between the
fiducial Schechter function fit and a modified Schechter function incorporating
a turnover atMt. In all cases, the modified Schechter function gives a higher BIC
(worse fit) than the fiducial model. The shaded regions indicate the ranges where
the ∆BIC provides positive, strong or very strong evidence against the modified
model.

galaxies at z = 6 strongly implies that future deep lensing surveys with
the James Webb Space Telescope will find them at z ≥ 7.

By maximizing the power of gravitational lensing, our observed
sample of faint galaxies has now approached the magnitude range
where simulations predict a turnover in the luminosity function. Had
such a turnover been found, it would reduce the previously extrapolated
luminosity density, and thus would cast doubt on the ability of star-
forming galaxies to reionize the universe. We test for such a turnover
by fitting a modified Schechter function, which adds a turnover magni-
tude (Mt), beyond which the luminosity function is flat. We performed
a statistical Bayesian analysis to study which values of the turnover
magnitude are ruled out by our observations. As shown in Figure 4, we
find very strong evidence against a turnover at magnitudes brighter than
MUV = −12 at z = 6. We find strong evidence against a turnover at
magnitudes brighter than MUV = −13.5 and −15 at z = 7 and 8, re-
spectively. These results are in modest tension with a number of recent
theoretical results5,6,10,17, and has implications for galaxy evolution in
the first billion years of the Universe. Most pressingly, this seemingly
implies that star formation is proceeding in lower-mass halos than sim-
ulations suggest.

Our study demonstrates the power of gravitational lensing to study
the early Universe and directly observe the very faintest galaxies that
may have powered reionization. The complete Hubble Frontier Fields
program will further constrain the properties of these early galaxies,
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Updated analysis using 
Year 2 clusters, now 
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Q U A N T I F Y I N G  T H E  C O N T R I B U T I O N  O F  
G A L A X I E S  T O  R E I O N I Z AT I O N
• From a galaxy standpoint, we need to understand three 

things:

• The UV luminosity density

• Includes the UV luminosity function, and knowledge of the limiting magnitude.

• What about these assumptions?

• The conversion from UV luminosity density to ionizing photon density

• ξion, or the Lyman continuum photon production efficiency

• The escape fraction of ionizing photons.

• Where we have the least knowledge

~ish
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z~4

z~5

z~7

typically 
assumed value

What could cause this 
quantity to increase? 

• Lower metallicities 

• Binary Stars  
(X. Ma+2015) 

• Faster stellar rotation 
(J. Choi + 17)



A L L  G A L A X I E S  L I K E LY  D O  N O T  H AV E  U N I F O R M LY  
H I G H  I O N I Z I N G  P H O T O N  E S C A P E  F R A C T I O N S

• Almost all observations of escaping ionizing radiation from lower redshift 
galaxies result in non-detections. 

• Those we do see appear to be “oddballs”, and not necessarily 
representative of the general population. 

• Implies that most galaxies have very low escape fractions (<2%), with a 
small fraction with higher (>10%) escape fractions.

Siana et al. 2010 Vanzella et al. 2015



S I M U L AT I O N S  S AY  E S C A P E  F R A C T I O N S  
I N  M A S S I V E  G A L A X I E S  A R E  L O W

Parameterize escape fraction as a function 
of halo mass.  Independent of redshift. 

Notice - very high escape fractions common 
only for very small halos.  Exception is for a 
subset of log M ~9-10 halos undergoing an 

extreme starburst, where SNe have 
evacuated gas, allowing a high fesc.
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Similar to results from Renaissance simulations 
(Xu, Norman+16)

Could galaxies reionize the 
universe with escape 

fractions this low?



C A N  G A L A X I E S  R E I O N I Z E  T H E  I G M  
W I T H  L O W  E S C A P E  F R A C T I O N S ?
• Motivated by these theoretical results, we set out to reconsider the contribution of galaxies to 

reionization, with an emphasis on physically-motivated values for the needed assumptions. 

• We do this within an MCMC framework, using the observations of the IGM neutral fraction 
(McGreer+15), CMB #

es
 (Planck 2015), and ionizing emissivity at z~4-5 (Becker & Bolton 13) to 

constrain our free parameters.
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Step 1: Assume a set of luminosity 
functions (Finkelstein+16, 

extrapolated to z=20).

Step 2: Perform abundance 
matching (Behroozi+13) to 

calculate the relation between Mh 
and MUV.

Finkelstein+17, in prep
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Step 3: Assume a limiting halo 
mass, rather than a limiting 

magnitude.  Prior to reionization, 
this is the atomic cooling limit (Tvir 

~104 K).  After reionization, 
galaxies with Tvir < TIGM will no 

longer accrete new gas, and so 
will be “photo-suppressed”.  This 
is the photo suppression mass 

(Msupp) is a free parameter.

Fiducial result: log Msupp/M⦿ ~ 
8.9, consistent with simulations 

(e.g., Iliev+07, Mesinger+08, 
Okamoto+08, Alvarez+12).

Calculated on the fly as: 
ρUV(z)=ρUV(M>Msupp)+(1-QHII)*ρUV(Msupp>M>Matomic)

Free parameter: Msupp
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4Step 4: Integrate the luminosity 
function down to the UV 

magnitude which corresponds to 
the appropriate limiting halo mass.

Fiducial model

For our fiducial model, we fix the 
faint-end slope to stop evolving 
at z > 10 (stays at α=-2.35).  We 
find that if we allow it to evolve, 
too many ionizing photons are 

produced at high redshift 
(violates CMB #es). Gives us the first number: ρUV(z)
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Step 5: Assume an ionizing photon 

production efficiency, and convert UV 
luminosity density into ionizing emissivity.  

We fix this quantity to be equal to 
observations for bright (MUV=-20) 

galaxies at z=4 (Bouwens+16), and 
allow it to evolve with both increasing 

redshift and magnitude.

Free parameters: dξ/dz and dξ/dm

Fiducial result: Modest evolution 
preferred in both (~0.05-0.1), 

shown by the colored lines in this 
figure.  Interestingly, this evolution 
matches observations, which were 

not imposed as constraints.
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FIG. 4.— The black curve shows the halo mass corresponding to halos with
a virial temperature of 104 K. In a neutral IGM, halos above this curve can
cool their gas via atomic line emission, and thus form stars relatively effi-
ciently. After reionization, photosuppression will halt accretion onto halos
with virial temperatures below the IGM temperature. The shaded blue re-
gion denotes the constraints our model places on this photosuppression mass
Mh,supp (darker denotes higher probability), which is close to the canonically
assumed value of log (Mh/M⊙) = 9.

the fraction (1−QHII) of the emissivity coming from halos in
the range Mh,supp > log (Mh/M⊙) > Mh,atomic. In this way our
model approximately tracks the changes in the limiting halo
mass for star formation during reionization, but still allows
star formation (and thus ionizing photon production) in halos
residing in neutral regions of the IGM.

Figure 4 shows the redshift-dependant halo mass corre-
sponding to the atomic cooling limit, as well as the photo-
suppression mass from our fiducial result in §X.X.

3.1.3. Ionizing Photon Production Efficiency

By integrating the luminosity function down to the lumi-
nosity which corresponds to the limiting halo mass at a given
epoch, one derives the total non-ionizing ultraviolet luminos-
ity density. To convert this to the ionizing emissivity, a value
for the ionizing photon production efficiency (ξion) needs to be
assumed. This parameter encompasses all of the physics of
the underlying stellar population, many which likely evolve
with redshift. For example, the mean metallicity of young
stars in galaxies likely decreases from low-to-high redshift,
something which has been observationally tracked by a de-
crease in the typical dust attenuation (e.g., Bouwens et al.
2012; Finkelstein et al. 2012b; Bouwens et al. 2014). Lower
metallicity stars have hotter stellar photospheres as the metal
opacity (mostly due to iron) is lower, and thus have a higher
ratio of the ionizing to non-ionizing UV photon ratio. Addi-
tionally, recent work on stellar population synthesis models
which include binary stars (Eldridge & Stanway 2009) shows
that the ionizing flux is boosted by ∼60% (at low metallic-
ities of Z < 0.3Z⊙) compared to models with isolated stars
only (Stanway et al. 2016) due to both a harder ionizing spec-
trum from the primary star (which has its envelope stripped),
and an increase in mass for the secondary star, allowing more
massive stars to exist at later ages.

These effects certainly play a role in high-redshift galaxies,
but current observations cannot directly probe them. How-
ever, ionizing photons can be probed by inferring their pro-
duction rate via the detection of emission lines, which, when
compared to the observed non-ionizing UV continuum emis-
sion, places constraints on ξion. Bouwens et al. (2015b) per-
formed this analysis at 3.8 < z < 5.0 with Hα emission line

fluxes inferred from Spitzer/IRAC photometry, finding log
ξion = 25.34+0.09

−0.08 erg−1 Hz, consistent with typically assumed
values of log ξion ∼ 25.2–25.3 erg−1 Hz (e.g., Madau et al.
1999; Kuhlen & Faucher-Giguère 2012; Finkelstein et al.
2012a; Robertson et al. 2015). Examining a different set of
galaxies at 5.1 < z < 5.4, Bouwens et al. (2015b) found log
ξion = 25.48+0.29

−0.23 Hz erg−1, hinting at evolution towards larger
values at higher redshift, though not at a significant level given
the observational uncertainties. Bouwens et al. (2015b) also
find evidence that the bluest galaxies exhibit even higher val-
ues of ξion, with log ξion = 25.9+0.4

−0.2 erg−1 Hz for galaxies in
their 5.1 < z < 5.4 sample with β < −2.3 (similar results are
found for the faintest galaxies in that sample, which, as shown
by Bouwens et al. (2014), are likely also the bluest).

Further evidence for potential changes in ξion comes from
Stark et al. (2015a) and Stark et al. (2016), who derive the
ionizing environment within galaxies by observing rest-frame
UV emission from species of ionized carbon. Stark et al.
(2015a) detected C IV from a lensed galaxy at z = 7.045 with
an intrinsic MUV = −19.3, inferring log ξion = 25.68+0.27

−0.19 erg−1

Hz. Stark et al. (2016) published observations of Lyα, C III],
and [O III] (with the latter inferred from Spitzer/IRAC pho-
tometry) from three luminous (MUV = −22) galaxies at z =
7.15, 7.48 and 7.73. They used photoionization modeling to
infer ξion = 25.6 for all three galaxies. Lastly, Wilkins et al.
(2016) investigated the range of ξion expected from galaxies in
the epoch of reionization based on the BlueTides simulation,
finding that simulated galaxies spanned the range 25 < ξion <
26, with the highest values obtained when assuming stellar
population models which include binaries.

Taken together, this evidence implies that assuming a fixed
value of ξion for galaxies at all redshifts and luminosities
is likely not representative of reality. We thus adopt two
free parameters related to ξion. The first is a redshift depen-
dence dξion/dz, and the second is a magnitude dependence
dξion/dM. We assume that at our lowest redshift considered
of z = 4, galaxies brighter than MUV = −20 have log ξion =
25.34 erg−1 Hz, consistent with the results from Bouwens
et al. (2015b) for this redshift and luminosity. Galaxies at
higher redshifts and/or at fainter luminosities have values of
ξion corresponding to

ξion(z,M) = 25.34 + (z − 4)
dξion

dz
+ (M − Mre f )

dξion

dM
(3)

where Mre f is the reference magnitude of −20, brighter than
which ξion stays flat at fixed redshift. We assume flat priors on
both free parameters of dξion/dz ∈ (0.0,0.2) and dξion/dM ∈
(0.0,0.5). Our fiducial results for ξion(z,M) are shown in Fig-
ure ??, compared to the observational results above. As can
be seen, our fiducial results prefer a modest positive evolution
in ξion with both redshift and magnitude.

ADD PLOT

3.1.4. Inclusion of an Active Galactic Nuclei Contribution

While once quasars were a common inclusion when consid-
ering sources of ionizing photons for reionization, the relative
paucity of quasars at z > 4 found by SDSS (e.g., Richards
et al. 2006; Hopkins et al. 2007), combined with the observed
steepening of the star-forming galaxy luminosity function
faint-end slope, has led many to conclude that quasars were
not significant contributors. However, as discussed above, al-
though there are plenty of faint galaxies in the epoch of reion-
ization, both observations and simulations imply their escape

-20
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Step 6: Apply escape fractions from 
Paardekooper+15, randomly drawing from 
the fesc PDF according to the halo mass.  

  
We then apply a scale factor (fesc,scale) to 
account for the fact that the simulation 

does not resolve the birth cloud of the star 
particles, and those that do often find a 
higher escape fraction as the porosity of 

the gas is better accounted for (e.g., 
Paardekooper+11).

Free parameter: fesc,scale

Fiducial result: Scale factor 
of ~2-3 is preferred by the 

model.



R E C E N T  R E S U LT S  I M P LY  W E  S H O U L D  AT  
L E A S T  C O N S I D E R  T H E  P O S S I B I L I T Y  O F  A G N S

• While we’re focusing on galaxies, several recent results imply that AGNs may still play a role.

• Giallongo+15: X-ray flux seen at positions of z=4-6 galaxies, hinting at steeper than 
expected faint-end slope of AGN luminosity function.

• Tilvi+16: Potential NV detection in z=7.5 galaxy.

• Worseck+16: Find low HeII fractions in IGM at z~3.4, implying HeII reionization was mostly 
done (earlier than previously thought; z~2.7).

• Chardin+15: Fluctuaions in UV background can be matched by a model where QSOs 
provide half the ionizing flux at z=5.5-6.

• See also though 

• Finlator+16 (traced ionizing hardness via IGM metal absorption features)

• D’Aloisio+16 (all quasars inconsistent with IGM temperature observations).

• Both imply if AGN are present, they likely did not dominate.
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Step 7: Allow an ionizing contribution 
from AGNs by assuming a functional 

form equal to Madau & Hardy (2015) at 
z=2.5, and, at higher redshift, equal to a 

single power law, constrained to be 
between previous observations by these 

three parameters:

Free parameters: 
AGNslope = The slope of the power-law, 

constrained to be between -1.05 
(~Hopkins+07) and -0.13 (~MH15)  

zAGN,max = Maximum redshift of AGNs 
fesc,AGN = A scale factor applied to the 

emissivity, effectively an AGN escape fraction. 

Fiducial result: The model prefers a redshift 
evolution lower than MH15, but still 

shallower than Hopkins+07, implying AGNs 
contribute at least somewhat to reionization.
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Galaxy Ionizing 
Emissivity 

M E T H O D  S U M M A R Y:

Calculate likelihood: 
1) Ṅtotal(z=4.0,4.75) vs Becker & Bolton 2013 

2) QHII(z=5.6,5.9) vs McGreer+15 
3) !es vs Planck 2015 measurement

Assume a set of: 
Msupp, dξ/dz, dξ/dm, fesc_scl, zagn_max, fesc_AGN, AGNslope.

M
C

M
C

Uses the IDL implementation of 
emcee (Foreman-Mackey+13), 

translated by Russell Ryan, with the 
affine-invariant ensemble sampler
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FIG. 3.— The results for our initial model, combining the unaltered Paardekooper et al. (2015) escape fraction results with the Finkelstein (2016) luminosity
functions, and standard assumptions on the limiting magnitude and ionizing photon production efficiency. Left) The co-moving ionizing emissivity, with our
results shown as the dark (68% C.L.) and light (95% C.L.) blue shaded regions. The purple shaded regions denotes the results if we instead had assumed a
constant 13% escape fraction. The dotted black line denotes the required emissivity to maintain an ionized IGM from Madau et al. (1999) including a redshift-
dependent clumping factor from Pawlik et al. (2015). The green squares show the measurements of the ionizing emissivity from the Lyα forest from Becker &
Bolton (2013). Center) The inferred evolution of the volume ionized fraction from the emissivity on the left panel, compared to model-independant constraints
from McGreer et al. (2015). We also show the results from Robertson et al. (2015), which assumed fesc = 0.2. Although the stochastic nature of ionizing photon
escape results in a wide range of ionizing emissivities from our analysis, in general the they are more than an order of magnitude too low to sustain an ionized
IGM, even at z < 6, and thus can be ruled out. Right) Population-averaged escape fractions as a function of redshift. At z < 10, when the bulk of reionizing
photons are expected to be produced, the average escape fraction is ! 2%.

corresponds to a stellar population with a metallicity of 0.2Z⊙

that is continuously forming stars), which was observed by
Bouwens et al. (2015b) for similarly bright galaxies at z = 4–
5, and log(ξion) = 25.8 for fainter galaxies, which corresponds
to the results for the bluest galaxies at z = 5.1–5.4.

As our escape fraction is assumed to vary with halo mass
(and thus UV magnitude), ρUV (and thus the ionizing emissiv-
ity) is calculated in magnitude bins of ∆M=0.1 down to our
adopted limiting magnitude. In each bin we draw an escape
fraction from the distributions shown in Figure 2, using the
halo mass for that magnitude and redshift from our abundance
matching results shown in Figure 1. The total ionizing emis-
sivity is then the sum of these values. We also track the total
number of ionizing photons created (Ṅion,intrinsic = ξionρUV ),
such that we can follow the population-averaged escape frac-
tion.

2.4. Initial Results

The ionizing emissivity results are shown in the left panel of
Figure 3, with the light and dark-blue shaded region denoting
the 68 and 95% confidence levels. The large range covered
by these intervals is predominantly due to the broad distribu-
tion of potential escape fractions, which is marginalized over
by our Monte Carlo procedure. We compare our results to
the observations of the ionizing background from Becker &
Bolton (2013), which were inferred by measurments of both
the IGM temperature and opacity to Lyα and ionizing pho-
tons, both derived from the spectra of distant quasars. As can
be seen, our inferred ionizing emissivity falls well below the
values observed in the IGM at z = 3–4.75. For reference, we
also show in purple the inferred ionizing emissivity if one per-
forms the same analysis assuming a flat 13% escape fraction
(Finkelstein et al. 2012a) for all galaxies at all luminosities
and redshifts.

To explore this in further detail, we calculate the IGM vol-
ume ionized fraction QHII

by solving the differential equation

Q̇HII
=

ṅion

⟨nH⟩
−

QHII

trec,H
(1)

where ṅion is the ionizing emissivity derived above, ⟨nH⟩ is the

comoving hydrogen density, and trec is the IGM hydrogen re-
combination time. The comoving hydrogen density is calcu-
lated as the product of the hydrogen mass fraction Xp (defined
as 1 −YHe, where YHe is the helium mass fraction), the dimen-
sionless cosmic baryon density Ωb, and the critical density ρc

(defined as 3H2
0 /8πG). The IGM recombination time is given

by

trec,H =
[

CHII
αB(T )

(

1 +YHe/4Xp

)

⟨nH⟩ (1 + z)3
]−1

(2)

where αB(T ) is the temperature-dependant case B recombina-
tion coefficient for hydrogen using the functional form given
by Hui & Gnedin (1997) , which, following Robertson et al.
(2015), we evaluate at T =20,000 K (we note that had we as-
sumed 15,000 K, αB(T ) would be higher by a favtor of 1.29).
We assume a redshift-dependant hydrogen clumping factor
CHII

from the recent simulations of Pawlik et al. (2015), which
evolves from CHII

=4.8 at z = 6, to CHII
=1.5 at z = 14. We solve

for QHII
(z) by integrating the ordinary differential equation in

Equation 1 using the IDL task ddeabm.pro from z =20 to z =4,
converting all relevant quantities to proper units.

The volume ionized fraction is shown in the center panel
of Figure 3 as the blue shaded regions (where purple again
denotes the special case of fesc =13%). We compare to the
model-independant observations of this quantity from Mc-
Greer et al. (2015), who, using the dark-pixel fraction in the
Lyα and Lyβ forests of z > 6 quasars, find lower limits of
QHII

> 0.91 at z = 5.6, and QHII
< 0.89 at z = 5.9. While these

observations imply that the IGM is predominantly reionized
by z = 5.5, the results of our analysis show QHII

∼ 0.1 at that
redshift. As the observations are quite robust, clearly our ini-
tial model is inadequate.

However, this result should not be surprising, as indicated
by the right panel of Figure 3, which shows the average es-
cape fraction as a function of redshift from this analysis. This
was calculated by tracking the ratio of the total number of es-
caping ionizing photons to the total number of such photons
created at a given redshift, and thus is a population-averaged
escape fraction. The 68% confidence level on this quantity is
<2% at z < 8, and <4% at z < 14, much less than the typi-
cally assumed values of ≥10%. As shown in the left panel of

Solve this ODE to 
calculate QHII(z) (and 

also QHeIII(z)), and 
then calculate !es.

Finkelstein+17, in prep
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H reionization (blue) completes by 
z~6, in agreement with 

observational limits.  It is more 
extended than previous models 
(50% ionized at z~9, rather than 

z~8 for Robertson+15).  HeII 
reionization (red) completes by z~3.
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Total emissivity (blue) matches observations.  
AGNs (red) begin to dominate emissivity over 

galaxies (purple) at z < 6.
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CMB optical depth 
also a good match, 

more at the upper end 
of the allowable range 
than Robertson+15.
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The steeper faint-end slope with increasing 
redshift, combined with the evolution of the 

halo mass function, means that z=10 
galaxies emit *more* ionizing photons that 

z=4 galaxies, even though their non-
ionizing specific UV luminosity is lower.
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The *average* escape 
fraction (total number of 

escaping ionizing photons 
divided by total number 

created), does evolve with 
redshift, but is <5% at z < 10.



T O O  M A N Y  PA R A M E T E R S ?

• We tested whether all free parameters were required 
by running our MCMC algorithm for a variety of 
scenarios keeping some parameters fixed, with both a 
flat and evolving faint-end slope (at z > 10).  We found 
that the model with the full set of seven parameters 
with a constant faint-end slope at z>10 was strongly 
preferred compared to all alternative scenarios.



B A C K  T O  T H E  Q U E S T I O N  AT  H A N D :   
W H AT  R E I O N I Z E D  T H E  U N I V E R S E ?

• Our model included both galaxies and AGNs.  Which was more important? 

• Lets compare to a run of the model with “no” AGN (AGN are truly there, 
but assigned according to the Hopkins+2007 steep evolutionary slope).
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Conclusion:  *If* these escape fractions have some basis in reality, galaxies can 
still accomplish the bulk of reionization, but they probably need a little help from 

AGN/QSOs at the end to finish things by z~5.5-6.



B E T T E R  O B S E R VAT I O N A L  C O N S T R A I N T S  
C A N  T I G H T E N  U P  T H I S  M O D E L

• While we’re unlikely to see a new CMB satellite fly soon, 
measurements from quasars can continue to improve 
constraints on Ṅ(z) and QHI(z). 

• Would be great to push these measurements to z > 6, 
but requires a significant increase in z > 6.5 quasars. 

• A complementary probe of the IGM is available from 
Lyα emission from galaxies.  While Lyα is nearly 
ubiquitous at z~6, it should start to be much more 
difficult to observe as the IGM grows more neutral.



LY M A N  A L P H A  A S  A  P R O B E  O F  
R E I O N I Z AT I O N
• While there has seemingly been a dearth of Lyα detections at z > 6.5, the 

observed samples have been relatively small, and there have been some 
notable exceptions (z=7.5, 7.7, 8.7 from Finkelstein+13, Oesch+15, Zitrin+15).

• We in the midst of the first magnitude limited survey for Lyα in the epoch 
of reionization, using ~20 nights of Keck DEIMOS+MOSFIRE observations 
(primarily through NASA).

2016B

Intae Jung



LY M A N  A L P H A  A S  A  P R O B E  O F  
R E I O N I Z AT I O N
• While there has seemingly been a dearth of Lyα detections at z > 6.5, the 

observed samples have been relatively small, and there have been some 
notable exceptions (z=7.5, 7.7, 8.7 from Finkelstein+13, Oesch+15, Zitrin+15).

• We in the midst of the first magnitude limited survey for Lyα in the epoch 
of reionization, using ~20 nights of Keck DEIMOS+MOSFIRE observations 
(primarily through NASA).

2016B

Rebecca Larson

Likely Lyα emission at 
z=7.4 from the HST 
FIGS grism survey
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I M P R O V E M E N T S  W I T H  T H E  N E X T  N A S A  FA C I L I T I E S

• JWST: Spectroscopic confirmation in *minutes* of 
many sources via strong [OIII] emission; 
understanding ionizing environment via rest-UV 
emission lines; push faint-ward of M=-13 with lensing. 

• Some improvement in Lyα, but JWST throughout 
at <1.3μm isn’t great.

• WFIRST: Pushing for addition of a blue grism (0.9-1.35 
μm), to allow spectroscopy over a field ~100X larger 
than WFC3/IR, ultimately potentially mapping ionized 
bubbles in Lyα.

• LUVOIR:  Get close to the expected turnover in the 
UV luminosity function without lensing, see 
progenitors of MW faint companions with lensing.
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TA K E - A W AY  P O I N T S

• Going from observations of galaxies to their contribution to 
reionization is not straightforward, and previous assumptions 
were not all that physically motivated. 

• It is possible for galaxies to accomplish the bulk of reionization 
with small escape fractions if: 

• the galaxy luminosity function evolves smoothly at z=6-15 

• galaxies become more proficient at making ionizing photons 

• Even then, a stronger-than-expected contribution from AGNs at 
z=4-6 may be necessary to complete reionization “on time”.


