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Perturbations to the IGM 1:  
UV Background

Ionizing emissivity

1032 G. D. Becker and J. S. Bolton

Figure 6. Integrated emissivity of ionizing photons, Ṅion, along with values from the literature over 2 < z < 5. In each panel, the inner shaded band gives
the total range of systematic uncertainty, while the outer shaded band gives the total statistical error. In the left-hand panel the filled circles show the nominal
values of Ṅion for our fiducial model with γ = 1.4 and α = 2.0. In the middle and left-hand panels, the filled circles show Ṅion for values of γ and α

corresponding to those adopted in previous works (Bolton & Haehnelt 2007; Kuhlen & Faucher-Giguère 2012). The Kuhlen & Faucher-Giguère (2012) value
at z = 5 was calculated using # from Bolton & Haehnelt (2007). The literature values have been adjusted for cosmology and to reflect a σν ∝ ν−2.75 scaling of
the H I ionization cross-section. The Kuhlen & Faucher-Giguère (2012) values have also been adjusted to give results integrated over all frequencies ν > ν912.
Differences between our results and those of previous works are related mainly to the combined differences in # and the ionizing opacity, as well as to the fact
that we include radiative transfer effects when computing Ṅion. See the text for details.

based on artificial spectra drawn from hydrodynamical simulations.
An additional factor of 2 comes from the fact that they use a local
source approximation to compute the mean free path and Ṅion (see
Appendix C). The remaining factor of ∼1.2 reflects small differ-
ences in the adopted shape of f (NH I, z) used to compute the mean
free path (see Songaila & Cowie 2010), as well as the fact that our
# values formally decrease from z = 2.4 to 3.2, which amplifies
the radiative transfer effect somewhat above the case discussed in
Appendix C.

6 TH E S O U R C E S O F IO N I Z I N G PH OTO N S

Our estimates for the ionizing emissivity are based on the physical
conditions of the IGM and include the ionizing output from all
sources. We now turn towards disentangling the contributions from
AGN and galaxies, and using the results to infer possible trends in
the ionizing efficiency of galaxies in the post-reionization era.

For the ionizing emissivity of AGN, we adopt estimates made by
Cowie, Barger & Trouille (2009). This work combined direct mea-
surements of the ionizing and near-UV luminosities of AGN at z ∼ 1
with the evolution of the near-UV luminosity density in an X-ray se-
lected sample of broad-line AGN over 0 < z < 5. We compare their
results for the specific emissivity from AGN at 912 Å to our results
for the total specific emissivity from all sources in Fig. 7. The Cowie
et al. (2009) estimate of the AGN contribution falls well below the
total emissivity, and becomes an increasingly small fraction towards
higher redshifts. We calculate the contribution from galaxies, ϵG

912,
by subtracting the AGN estimate from our total values, linearly in-
terpolating the Cowie et al. (2009) AGN measurements on to our
redshift bins and using a Monte Carlo approach to propagate the er-
rors. Our estimates of the galaxy emissivity are shown in Fig. 7. The
galaxy and AGN contributions are potentially comparable, at least
to within the errors, at z ≃ 2.4. At higher redshifts, however, the
galaxies increasingly dominate the ionizing emissivity, producing
essentially all of the ionizing photons just below the Lyman limit at
z ≥ 4. These results are consistent with a picture in which galaxies
provide most of the ionizing photons during hydrogen reionization

Figure 7. The specific emissivity at 912 Å. The filled circles give our results
for our fiducial parameters (γ = 1.4, α = 2.0). The inner shaded band gives
the total range of systematic uncertainty, while the outer shaded band gives
the total statistical error. Estimates of the AGN emissivity from Cowie
et al. (2009) are shown as open squares, while the dotted line is the model
AGN emissivity adopted by Haardt & Madau (2012). The open circles give
our results after subtracting the Cowie et al. (2009) estimate of the AGN
contribution. The error bars at z = 2.85 and z = 3.0 are estimates of the
emissivity from galaxies brighter than ∼0.1L∗ based on direct measurements
of escaping ionizing radiation from LBGs and LAEs (Mostardi et al. 2013;
Nestor et al. 2013).

(z > 6), but also indicate that the contribution from galaxies remains
dominant down to much lower redshifts.

The contribution of AGN to the UV background is a subject of
ongoing debate (for a recent discussion see Fontanot, Cristiani &
Vanzella 2012). Haardt & Madau (2012), for example, adopt an
AGN ionizing emissivity based on bolometric luminosity functions
compiled by Hopkins, Richards & Hernquist (2007) that is roughly
a factor of 2 higher than the Cowie et al. (2009) estimates. We show
the Haardt & Madau (2012) model as a dotted line in Fig. 7. For
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Figure 2. Evolution of the 21 cm brightness temperature distribution from redshift z = 10 to 6 in the AGN-dominated Very Late
model (top panel) introduced in this paper, the galaxies-dominated Very Late model (middle panel) from Kulkarni et al. (2016), and the
galaxies-dominated Late/Default model (bottom panel) from also Kulkarni et al. (2016).

We assume that haloes with mass below a threshold
mass M

q

have N

�

(M) = N

gal
�

(M) / Mhalo. Ionizing photons
from these low-mass haloes are sourced by star formation.
On the other hand, high-mass haloes with mass greater than
the threshold M

q

have N

�

(M) = N

agn
�

(M) / Mbh where
Mbh is given by Equation (10). These high-mass haloes pro-
duce ionizing photons due to AGN. The ratio

r ⌘

R
Mmax

Mq
dMN

agn
�

(M) dN/dM

R
Mq

Mmin
dMN

gal
�

(M) dN/dM

, (11)

quantifies the relative photon contribution of AGN and
galaxies. Our AGN models are thus described by two pa-
rameters r and M

q

. (Appendix A gives further details on
our AGN ionizing emissivity model.)

In our fiducial AGN-dominated model, we fix the value
of the threshold mass M

q

to that corresponding to a circu-
lar velocity of v

c

= 175 km/s. (We will discuss the e↵ect on
our results of changing this threshold to v

c

= 150 km/s and
v

c

= 200 km/s below.) At lower circular velocities, cold gas
mass available to grow supermassive black holes can decrease
rapidly due to an increasing e↵ect of supernova feedback
(e.g., Kau↵mann & Haehnelt 2000; Haehnelt & Kau↵mann
2002; Brook et al. 2012). This is reflected in a drop in the
black hole mass function for black hole masses smaller than
Mbh ⇠ 107 M�, particularly for z > 1 (Merloni & Heinz
2008; Kelly & Merloni 2012). With M

q

fixed, a desired total
AGN emissivity is achieved in the model by setting the value

of the parameter r. We calibrate the AGN emissivity evolu-
tion to values close to the fit by Madau & Haardt (2015) to
the integrated 1 Ry emissivity from AGN down to UV lu-
minosities of 0.01L⇤. This emissivity evolution is shown by
the red curve in the right panel of Figure 1. In this panel,
red filled circles denote ionizing emissivity from AGN in our
model; red open circles refer to the total ionizing emissivity,
which also includes contribution from star-forming galax-
ies. The ionizing emissivity of AGN in our model closely
matches that from the model of Madau & Haardt (2015).
We also have some contribution to ṅion from star-forming
galaxies in our model, particularly at z = 10, as seen from
the red open circles in Figure 1. For comparison, the grey
points in Figure 1 show the photon emissivity in the galaxy-
dominated “Late/Default” model of Kulkarni et al. (2016).

Having chosen a source model, we now need to choose
a suitable reionization history to calibrate our simulation.
As discussed above in relation to Equation (3), this calibra-
tion will provide us with the photoionization rate and ion-
ized hydrogen fraction throughout our simulation box. The
AGN-dominated ionizing emissivity evolution considered by
Madau & Haardt (2015) gives rise to a reionization history
that is very close to the “Very Late” reionization history as
described by Kulkarni et al. (2016). For ease of comparison
we thus choose this reionization history to calibrate our sim-
ulation. The red curve in the left panel of Figure 1 shows
the evolution of the volume-weighted ionized fraction Q

V

MNRAS 000, 1–9 (2016)

AGN-dominated

galaxy-dominated, very late

Kulkarni et al (2017)

galaxy-dominated

Cosmic Reionization

1.  When did it happen? 
2.  What sources are responsible (stars or AGN)?
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FIG. 1.ÈOptical spectra of quasars observed with Keck/ESI in the observed frame. The spectra have been smoothed to 4 pixel~1 and have beenz Z 5.8 A!
normalized to the observed z-band Ñux. The spectrum of SDSS 1044[0125 has been taken from Fan et al. (2000). In each spectrum, the expected wavelengths
of prominent emission lines, as well as the Lyman limit, are indicated by the dashed lines.

j1402 feature is detected at D9800 but it is difficult to ÐtA! ,
its proÐle because of the weakness of the line and possible
absorption lines nearby. We therefore adopt a redshift of
5.99 ^ 0.02 for SDSS 1306]0356.

In the spectrum of SDSS 1306]0356, we notice a strong
absorption feature at D7130 where over D80 there isA! , A!
no detectable Ñux. The rest-frame equivalent width is D15

typical for a damped Lya system, at a redshift ofA! , zabs \

4.86. A strong absorption feature is detected at j \ 9080 A! ,
corresponding to C IV absorption at the same redshift. This
feature is double peaked in absorption, consistent with the
jj1548, 1551 components of the C IV doublet, although the
signal-to-noise ratio is low at that wavelength. This system,
if conÐrmed by high-S/N spectroscopy, is the highest-
redshift damped Lya system known (the previous record
holder was at z \ 4.47, et al. 2001 ; Dessauges-Pe" roux

Becker+ 2001

⌧Ly↵ ⇠ 105fH I

1. Lyα forest: Reionization essentially 
ended (by volume) by z~6          
(e.g., Fan+2006, McGreer+2015)            
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Figure 5. Same as Fig. 3, but including both of the Gold Sample priors: (i) the dark fraction constraint of x̄HI(z = 5.9) ⇠< 0.06 + 0.05 (1�); and (ii) the
Planck 2016 constraint of ⌧e = 0.058± 0.012 (1�).

Figure 6. Top row: Same as Fig. 3, but instead adopting the Ly↵ fraction motivated prior of x̄HI(z = 7)� x̄HI(z = 6) � 0.4 from Mesinger et al. (2015).
Bottom row: Same as the top row, but additionally including the Gold Sample priors.

c� 0000 RAS, MNRAS 000, 000–000

Greig & Mesinger 2016

Current best constraints…

1. Lyα forest: Reionization essentially 
ended (by volume) by z~6          
(e.g., Fan+2006, McGreer+2015)            

2. CMB: τe = 0.054 ± 0.007 (1σ)       
(Planck 2018)



Decline in the fraction of galaxies with Lyα emission at z > 6 may indicate 
scattering by a significantly neutral IGM.

The Astrophysical Journal Letters, 775:L29 (5pp), 2013 September 20 Treu et al.

Figure 3. Inference results in the context of the patchy and smooth models
described in the text. The parameter ϵ describes the change of the Lyα equivalent
width distribution between z ∼ 6 and z ∼ 8. In the patchy model, at any given
equivalent width, only a fraction ϵp of the sources that are emitting at z ∼ 6
are found to be emitters at z ∼ 8. In the smooth model, the emission of each
source is suppressed by a factor ϵs . The evidence ratio Zp/Zs is inconclusive
and does not favor any of the two models. The results shown are based on the
eight objects in the primary MOSFIRE sample presented here as well as the
three spectra analyzed by Treu et al. (2012).
(A color version of this figure is available in the online journal.)

and z ∼ 8. The 68% credible intervals, obtained by integrating
the posterior, are ϵp < 0.31 and ϵs < 0.28, i.e., Lyα emission
from LBGs is less than one-third of the value at z ∼ 6. The
parameters ϵp and ϵs can be physically interpreted to be the
average excess optical depth of Lyα with respect to z ∼ 6, i.e.,
⟨e−τLyα ⟩. As expected for a sample of non-detections, the data are
insufficient to distinguish between the two models. We will thus
refer primarily to the patchy model for easier comparison with
previous work (this is the model implicitly assumed by Fontana
et al. 2010; Pentericci et al. 2011; Ono et al. 2012; Schenker
et al. 2012).

Before discussing the interpretation of our findings, we need
to consider the role of contamination. The parameter ϵp relates
the number of LBG-selected galaxies with Lyα emission at
z ∼ 8 to the same quantity at z ∼ 6. In order to transform this
into a Lyα optical depth, one has to account for the fraction of
contaminants in both samples:

nLyα,z=8 = ϵpnLyα,z=6
1 − f6

1 − f8
, (6)

where f6 and f8 are the fraction of contaminants in the z ∼ 6 and
z ∼ 8 LBG-selected samples, respectively. A simple estimate of
the number of contaminants can be obtained from the posterior
probability distribution functions of the photometric redshifts
and by computing the total probabilities that the source is
outside the fiducial window. This probability is low and does
not change our conclusions in any significant way: Stark et al.
(2011) estimate f6 < 0.1 with this method, while for our
method it is in the range 0.1–0.2 and already taken into account
by our formalism as described by Treu et al. (2012). A more
insidious form of contaminants is represented by the “unknown
unknowns,” like the faint emission line objects discussed above.

Figure 4. Evolution of the fraction of LBGs with Lyα > 25 Å equivalent
width (rest frame) for bright (filled red symbols) and faint galaxies (open black
symbols). Triangles are taken from Stark et al. (2011) and Schenker et al. (2012),
pentagons from Mallery et al. (2012), and the circle is from Curtis-Lake et al.
(2012). The squares at z ∼ 7 are taken from Treu et al. (2012) and are based
on a compilation of data (Fontana et al. 2010; Vanzella et al. 2011; Pentericci
et al. 2011; Ono et al. 2012; Schenker et al. 2012). The upper limits at z ∼ 8
are from this Letter. The lower and higher horizontal bars on the upper limits
at z ∼ 8 describe the range of uncertainty stemming from contaminants in the
photometrically selected LBG sample.
(A color version of this figure is available in the online journal.)

In the case of BoRG, this additional contribution is estimated
to be f8 ∼ 0.2, (bringing the total to 0.33–0.42; Bradley et al.
2012). In the case of the i-dropouts selected from GOODS (Stark
et al. 2011), the additional contamination is probably somewhat
less, given the higher quality of the dithering strategy and larger
number of blue bands available. To be conservative, we thus
consider the ratio (1 − f6)/(1 − f8) to be in the range 1–1.25,
that is, from equal contamination—after accounting for known
losses inferred from photo-zs—to higher contamination in the
z ∼ 8 sample.

With this estimate in hand, we can proceed to compute
the fraction of LBGs with Lyα emission above the standard
threshold of 25 Å equivalent width. Our measurement at z ∼ 8
is shown in Figure 4 together with data from the literature at
lower redshift (see the figure caption). In the patchy model,
the fractions for Y-dropouts are <0.07–0.08 for galaxies with
MUV < −20.25 and <0.17–0.21 for galaxies fainter than
this limit (the two numbers are for minimal and maximal
contamination). In the smooth model, the same fractions are
<0.03–0.05 and 0.06–0.12. Note that these bounds include the
uncertainty on the z ∼ 6 fraction and thus the uncertainties
on the points beyond z ∼ 6 are correlated. If the fractions at
z ∼ 6 move up or down, so do the points at higher redshift,
but the trend will remain the same. Even considering the more
conservative upper limits from the patchy model, the drop in
the fraction of Lyα emitters amongst LBG in just 300 Myr is at
least a factor of ∼3.

There are three possible explanations for our finding, ranging
from the mundane to the very interesting. The first and most
mundane explanation is that samples of Y-dropouts suffer
from a much higher rate of contamination than similar LBG
samples at lower redshift. A breakdown of the Lyman break
technique could occur if there were exotic populations of
galaxies that are missing from our current templates and models

4

Treu+2013

Neutral IGM?  
LLSs?

(Observations: e.g., Stark+2010; Pentericci+2011; Ono+2012; Treu+2013; Caruna+2014; Schenker+2014;  
Modeling: Bolton & Haehnelt 2013; Mesinger+2015, see also Dijkstra+2014)

The Astrophysical Journal, 751:51 (15pp), 2012 May 20 Jones, Stark, & Ellis

Figure 3. Composite spectrum of 81 galaxies in our sample with 3.5 < z < 4.5 and apparent magnitude z′
AB < 26. The effective mean redshift for the sample

averaged over wavelength is z = 3.9. The strongest spectral features are labeled. The gray filled region shows the ±1σ error at each point, determined from the scatter
of individual spectra used to create the composite. The error spectrum peak at 1216 Å is due to large scatter in the intrinsic distribution of Lyα equivalent widths. The
error is lowest at ∼1300–1500 Å where the continuum signal-to-noise ratio is ≃30. The error increases at shorter wavelengths where the instrument throughput is
lower and at longer wavelengths where sky emission is much stronger.

100 alternate measurements, which reflects both the sample
variance and finite signal to noise.

As discussed in Section 2.3, the most challenging issue is to
determine the systemic redshift prior to shifting to the rest frame.
Here, we follow the approach used by Shapley et al. (2003). As
a first approximation we use the value of zLyα (where available)
to construct a composite spectrum. This enables us to locate the
stellar photospheric line C iii λ1176 in the composite where we
detect a velocity difference of −330 km s−1 with respect to Lyα.
We can thus infer that Lyα emission in our sample is redshifted
on average by ∆vLyα = 330 km s−1. In a similar fashion, stacking
spectra using the redshift zIS based on low-ionization interstellar
absorption results in a detection of C iii λ1176 with a velocity
offset of +190 km s−1. For comparison, at z ≃ 3 Steidel et al.
(2010) find ⟨∆vLyα⟩ = +445 km s−1 and ⟨∆vIS⟩ = −164 km s−1.
To construct composite spectra, we use either zLyα shifted by
−330 km s−1 or zIS shifted by +190 km s−1 to approximate the
systemic redshift of each galaxy. We use the Lyα -based redshift
when available since it is typically determined with greater
precision than zIS. Figure 3 shows the composite spectrum of
81 galaxies in our sample with 3.5 < z < 4.5 and apparent
magnitude z′

AB < 26.0 using this method.

3.1. Uncertainties in the Systemic Redshift

A natural concern is the extent to which these applied shifts
might vary within the sample used to make the composite. This
can be estimated from observations of higher signal to noise
from spectra taken at lower redshift. Steidel et al. (2010) quantify

the offset between zIS, zLyα , and the systemic redshift zHα in a
sample of 89 galaxies at z ≃ 2.3. They find velocity offsets of
∆vIS = −170 ± 115 km s−1 and ∆vLyα = 485 ± 185 km s−1

relative to Hα. Assuming this is representative of our data,
the uncertainty in our systemic redshift is therefore likely to
be σ (v) ∼ 150 km s−1. An upper limit on σ (v) can be
estimated from the width of spectral lines in the composite
spectrum. In particular, the rest wavelength of the stellar line
C iii λ1176 in the composite provides a valuable measurement
of the average offset from the systemic velocity and its width
provides an upper limit on the effective spectral resolution.
We measure a systemic velocity of 21 ± 101 km s−1 in the
composite spectrum (Figure 3) and an FWHM = 520 km s−1

(deconvolved from the instrumental resolution ≃450 km s−1).
The uncertainty in the adopted redshifts about the true systemic
stellar value is therefore !520 km s−1 FWHM or equivalently
σ (z) ! 220 km s−1, comparable in fact to what was achieved
for individual spectra at lower redshift by Steidel et al. (2010).

3.2. Error Spectrum

Figure 3 shows the composite spectrum of our sample as
well as the 1σ error spectrum derived using the bootstrap
technique discussed above. The error at each pixel is calculated
as the standard deviation of all averaged data points (excluding
outliers), divided by the square root of the number of data points.
There are several wavelength-dependent factors contributing to
the error spectrum in addition to the finite signal to noise of
individual spectra. One factor is the intrinsic sample variance,

5
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a first approximation we use the value of zLyα (where available)
to construct a composite spectrum. This enables us to locate the
stellar photospheric line C iii λ1176 in the composite where we
detect a velocity difference of −330 km s−1 with respect to Lyα.
We can thus infer that Lyα emission in our sample is redshifted
on average by ∆vLyα = 330 km s−1. In a similar fashion, stacking
spectra using the redshift zIS based on low-ionization interstellar
absorption results in a detection of C iii λ1176 with a velocity
offset of +190 km s−1. For comparison, at z ≃ 3 Steidel et al.
(2010) find ⟨∆vLyα⟩ = +445 km s−1 and ⟨∆vIS⟩ = −164 km s−1.
To construct composite spectra, we use either zLyα shifted by
−330 km s−1 or zIS shifted by +190 km s−1 to approximate the
systemic redshift of each galaxy. We use the Lyα -based redshift
when available since it is typically determined with greater
precision than zIS. Figure 3 shows the composite spectrum of
81 galaxies in our sample with 3.5 < z < 4.5 and apparent
magnitude z′

AB < 26.0 using this method.

3.1. Uncertainties in the Systemic Redshift

A natural concern is the extent to which these applied shifts
might vary within the sample used to make the composite. This
can be estimated from observations of higher signal to noise
from spectra taken at lower redshift. Steidel et al. (2010) quantify

the offset between zIS, zLyα , and the systemic redshift zHα in a
sample of 89 galaxies at z ≃ 2.3. They find velocity offsets of
∆vIS = −170 ± 115 km s−1 and ∆vLyα = 485 ± 185 km s−1

relative to Hα. Assuming this is representative of our data,
the uncertainty in our systemic redshift is therefore likely to
be σ (v) ∼ 150 km s−1. An upper limit on σ (v) can be
estimated from the width of spectral lines in the composite
spectrum. In particular, the rest wavelength of the stellar line
C iii λ1176 in the composite provides a valuable measurement
of the average offset from the systemic velocity and its width
provides an upper limit on the effective spectral resolution.
We measure a systemic velocity of 21 ± 101 km s−1 in the
composite spectrum (Figure 3) and an FWHM = 520 km s−1

(deconvolved from the instrumental resolution ≃450 km s−1).
The uncertainty in the adopted redshifts about the true systemic
stellar value is therefore !520 km s−1 FWHM or equivalently
σ (z) ! 220 km s−1, comparable in fact to what was achieved
for individual spectra at lower redshift by Steidel et al. (2010).

3.2. Error Spectrum

Figure 3 shows the composite spectrum of our sample as
well as the 1σ error spectrum derived using the bootstrap
technique discussed above. The error at each pixel is calculated
as the standard deviation of all averaged data points (excluding
outliers), divided by the square root of the number of data points.
There are several wavelength-dependent factors contributing to
the error spectrum in addition to the finite signal to noise of
individual spectra. One factor is the intrinsic sample variance,

5

Jones+2012 z~4 LBG Composite

Lyman-α emission

Galaxy Lyα Fraction
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Figure 8. Similar to Figure 5 but for the Magellan/FIRE + Gemini/GNIRS spectrum of ULAS J1342+0928 (black), including
its noise vector (red), red-side PCA fit (orange), and blue-side prediction (blue). The FIRE spectrum in the top panel has been
re-binned to match the resolution of the GNIRS data used in the K-band, while the bottom panel is shown at the higher FIRE
resolution. This quasar shows strong evidence for a damping wing and has a very small proximity zone.

Figure 9. Similar to Figure 6 but for the continuum-
divided spectrum of ULAS J1342+0928. The purple solid
curve shows the median binned transmission spectrum in the
mock spectra assuming the ML̃E parameter values ✓ML̃E =
(hxHIi = 0.8, log tq = 6.0), while the associated purple
shaded region shows the 16th–84th percentile range for mock
spectra with ✓ = ✓ML̃E. The orange shaded regions highlight
identified metal absorption systems that we have masked in
our analysis.

We show the resulting transmission spectrum as the
grey curve in Figure 9 and the 500 km/s-binned spec-
trum in black. No strong associated absorption is vis-
ible in the spectrum, so we include all pixels redward

Figure 10. 2D posterior PDF of hxHIi and log tq result-
ing from the ML̃E parameter values ✓ML̃E = (hxHIi =
0.65, log tq = 6.5) derived from the ULAS J1342+0928 spec-
trum. The contours enclose 68% and 95% of the total prob-
ability.

of Ly↵ that are covered by our modeled transmission
spectra (v � vsys < 10, 000 km/s, �rest . 1255 Å). We
cut o↵ the blue-side coverage at +4000 km/s (⇠ 1200
Å) due to the presence of non-Gaussian noise features
(both positive and negative spikes) in the spectrum that

Damping wings in 
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Figure 12. Violin plot comparing the posterior PDFs from
our analysis with the reionization history constraints from
Planck Collaboration et al. (2016b), with the dark and light
grey shaded regions corresponding to the 68% and 95% cred-
ible intervals, respectively. Also shown are the Ly↵+Ly�
forest dark pixel constraints from McGreer et al. (2015) (red
crosses) and the damping wing analysis of ULAS J1120+0641
from Greig et al. (2017a) (orange square).

quasar. However, with only a handful of additional
quasars at z > 7, it may be possible to constrain hxHIi(z)
to ⇠ 10%. That said, despite the substantial uncertain-
ties, our analysis of two z > 7 quasars already con-
strains the reionization history more than the integral
constraint from the CMB.

6.2. Previous studies of ULAS J1120+0641

In the original discovery paper for ULAS J1120+0641,
Mortlock et al. (2011) suggested that the spectrum
showed signs of an IGM damping wing. They selected
a sample of lower-redshift quasars with similar C IV

blueshifts (relative to Mg II) and equivalent widths,
and stacked their spectra to predict the shape of ULAS
J1120+0641. The resulting composite spectrum was
somewhat above the observed spectrum at wavelengths
at and just redward of rest-frame Ly↵, with a shape re-
sembling the characteristic damping wing profile. How-
ever, the uncertainty in the stacked composite was not
fully quantified, and the physical model was limited to
the Miralda-Escudé (1998) expression for the damping
wing. A followup work by Bolton et al. (2011) expanded
upon the physical model with 1D radiative transfer sim-
ulations, and found that the combination of absorption
at rest-frame Ly↵ and the small proximity zone were
suggestive of neutral gas close to the quasar (xHI ⇠ 0.1),

Figure 13. Comparison between our blue-side prediction
for ULAS J1120+0641 (blue), the SDSS matched compos-
ite spectrum from Mortlock et al. (2011) (orange), and the
model from Greig et al. (2017a). The Greig et al. (2017a)
model has been renormalized to our blue-side prediction at
�rest = 1245 Å to correct for the di↵erent flux calibration of
the Simcoe et al. (2012) spectrum used in their analysis.

although they noted that an identical signal could poten-
tially come from small-scale optically thick gas along the
line of sight instead of a neutral IGM (see also Keating
et al. 2015). With a higher resolution FIRE spectrum,
Simcoe et al. (2012) found that any such dense gas would
have to be extremely metal-poor ([Z/H] < �4), which
would seem to favor the IGM interpretation.

The accuracy of the Mortlock et al. (2011) compos-
ite spectrum as a prediction for ULAS J1120+0641 was
called into question by Bosman & Becker (2015), be-
cause the composite spectrum fails to match the C IV

line and this may lead to an overestimate of the Ly↵
emission. Bosman & Becker (2015) selected a compari-
son sample of low-redshift quasars with more precisely-
matched C IV emission line profiles. They found that
the shape of the Ly↵+N V region of these spectra was
nearly identical to ULAS J1120+0641, suggesting that
there may not be any damped absorption at all.

The most recent analysis of the ULAS J1120+0641
damping wing profile was undertaken by Greig et al.
(2017a). Similar to this work, they trained a predictive
model for the intrinsic blue-side continuum from a large
sample of BOSS quasar spectra (Greig et al. 2017b).
Their parametric model predicts Gaussian emission line
parameters for Ly↵ (line width, amplitude, and veloc-
ity shift of two components) from fits to several broad
emission lines on the red side of the spectrum. In ad-

Tend to favor significant neutral fractions at z > 7. 
(Mortlock+2011, Bolton+2011, Bosman+2015, Grieg+2017, 
Davies+2018a,b)

Figures from Davies+2018b
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we adopted; however, our results are rather insensitive to the
value of β. They also find a somewhat fainter break luminosity
of M 271450* = - , although the two results agree within the 1σ
uncertainties.

At the faint end of the luminosity function, we find a much
lower number density than implied by the results of Giallongo
et al. (2015), based on photometric redshifts of putative X-ray
detections in the GOOD-S field. Where the two measurements
nearly overlap, our counts are lower by more than one order of
magnitude. We consider the maximum possible number density
consistent with our survey in two ways. First, we assess the
allowed range of QLF fits by performing 1000 Monte Carlo
samplings of the best-fit double power law parameters, keeping
those with a log-likelihood within 1σ of the best-fit result. This
range is marked by the gray shaded region. Second, we obtain a
density from the single quasar in the D1 field. The 3σ upper
limit for the density at M 22.91450 = - obtained from this
object is denoted by the purple error bar with a downward
arrow. As argued in Section 3.5, we expect the selection in the
D1 region to be highly complete, and thus this upper limit
provides a strong constraint on the faint number counts.
Recently Parsa et al. (2018) performed a re-analysis of the
Giallongo et al. (2015) sample, and found a number density at
z∼5 about a factor of ∼3 lower, in much better agreement
with our results.

Repeating the procedure of Giallongo et al. (2015), we derive
an ionizing emissivity at z∼5 that is almost an order of
magnitude lower: 0.8912

24� = as opposed to 5.9912
24� = in

Giallongo et al. (2015; compare to 1.3912
24� = in Parsa et al.

2018). Based on these results, it is highly unlikely that faint
AGN make a significant contribution to hydrogen reionization
(see also D’Aloisio et al. 2017; Khaire 2017; Ricci et al. 2017),
unless our survey is highly incomplete or the extrapolation to
fainter sources does not follow the QLF we have derived.

Finally, we compare our results to measurements of the
X-ray QLF from wide-area surveys, as given in Georgakakis
et al. (2015, see also Marchesi et al. 2016). Assuming typical
values for the X-ray/optical flux ratio from Lusso et al. (2010),
Georgakakis et al. (2015) found that the QLF we obtained in
Paper I is nearly an order of magnitude below the X-ray counts
at a similar luminosity. Our new results favor an even flatter
slope at the faint end. This suggests that a significant fraction of
black hole growth at low luminosities may be highly obscured
(see also Trakhtenbrot et al. 2016).

5.6. Conclusions

We present a sample of 104 candidate z∼5 quasars drawn
from the CFHTLS Wide survey. Spectroscopic confirmations
for 37 quasars were obtained using Gemini-GMOS, MMT Red
Channel, and LBT-MODS. The luminosity function derived
from these quasars is in good agreement with our previous
measurements using SDSS Stripe 82 (Paper I). The faintest
quasars in the sample reach M1450=−22.9, with the full
luminosity function extending over a range of 6mag.
Parametric fits to the luminosity function obtained using a

maximum likelihood method show that the break in the
luminosity function is at M 271450 » - , in agreement with the
evolutionary model presented in Paper I that includes a steady
increase in the break luminosity with increasing redshift.
Although the best-fit faint end slope is somewhat steep
(α≈−2), the data in the lowest luminosity bins are below
the best-fit QLF, suggesting the faint number counts may be
even fewer. In addition to the traditional double power law
form for the QLF, a Schechter function is found to provide an
equally good fit to the overall data, and provides a marginally
better fit to the faint number counts.
These results do not support a scenario in which faint AGN

provide a significant contribution to the hydrogen-ionizing

Figure 13. QLF from this work compared to Yang et al. (2016) (brown) and Giallongo et al. (2015) (dark yellow) at the bright and faint ends, respectively. The purple
downward arrow marks the 3σ upper limit obtained from the CFHTLS Deep D1+DXS region. The remaining lines and points are as in Figure 12, with the addition of
a gray boundary spanning the 3σ range allowed by the uncertainties in the double power law fits. Although the CFHTLS sample does not overlap the Giallongo et al.
(2015) sample in luminosity, it is clear that the two QLFs do not agree at the faint end.
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Figure 8. A compilation of recent estimates of f relesc and fesc
from various stacks that include generic star-forming galaxies as
well as sub-samples expected to have high fesc (Matthee et al.
2016; Grazian et al. 2017; Rutkowski et al. 2016, 2017; Marchi
et al. 2016; Japelj et al. 2017). It is becoming clearer that typical
star-forming galaxies are incapable of producing the fesc > 10%

(the blue region in the plot) required by most reionization cal-
culations in order for star-forming galaxies to drive reionization
(the limit from Marchi et al. (2016) at z ⇠ 4 is on f relesc , which
is � fesc , and Japelj et al. (2017)’s extremely faint sample ex-
plains their loose bound at z ⇠ 3.5). Further, even special sub-
samples of star-forming galaxies expected to have high fesc fail
to breach the 10% limit– galaxies with log(M/M�) ⇠ 9 at z ⇠ 1

(Rutkowski et al. 2016), extreme [O iii] emitters at z ⇠ 3.5 (this
work), emission-line galaxies at z ⇠ 2.7 (Rutkowski et al. 2017),
H↵-emitters at z ⇠ 2.2 (Matthee et al. 2016)). These observational
estimates are in agreement with theoretical predictions that there
is no appreciable evolution in the average fesc with redshift.

(0.28) and with a significantly brighter sample–Rmag = 24.73

compared to Rmag = 25.38 in this work.

As shown in earlier work, the constraints on f relesc de-
pend on the brightness of the sample. So we split the sample
into two sub-stacks of “bright” (Rmag < 25.38) and “faint”
(Rmag > 25.38) galaxies. We find no U-band detection in

these sub-stacks as well (see Table 1 for f relesc constraints).
In Figure 7 we show the f relesc values for individual galaxies
in the stack. As the galaxies grow fainter, the constraint on
f relesc grows looser since the errors on the flux are correlated
with the faintness of the sources (see Section 3 in Japelj
et al. (2017)).

4.2 A first constraint on the average f relesc of
EELGs at z > 3

We create bright and faint sub-stacks of extreme [O iii] emit-
ters motivated by the growing speculation in the literature
that [O iii]/[O ii] may be used as an indirect measure of the
escape fraction (see §5 for more details). We use the “Strong
Emission” and “Extreme Emission” classification from For-
rest et al. (2017) to select 54 sources with high [O iii] equiva-
lent widths from our main stack. The extreme emitters and
strong emitters in Forrest et al. (2017) have on average an
EW([O iii]+H�) of ⇠ 803 ± 228Å and ⇠ 230 ± 90Å respec-

tively. Our 54 selected sources have an average rest-frame
EW([O iii]�5007Å) ⇠ 400Å (based on EWs derived from
composite SED-fitting, see Table 1 in Forrest et al. (2017))
and we refer to them as the ”EELG” (Extreme Emission
Line Galaxy) sample, since they have EWs comparable with
EELGs reported in literature that have EW([O iii]�5007Å)
ranging from 100Å � 1600Å (Maseda et al. 2013, 2014; van
der Wel et al. 2014; Amoŕın et al. 2015; Atek et al. 2011).

We find no detection in the U-band for the EELG sub-
stacks as well, and place 1� upper limits of 8.5+1.0

�1.0% and

16.7+1.8
�1.8% on f relesc for the bright and faint EELG samples re-

spectively. Assuming an[O iii]�5007/H� ratio of 5.1 based on
Holden et al. (2016), who measure[O iii]�5007/H� = 5.1+0.5

�0.5
from a sample of star-forming galaxies at z ⇠ 3.2 � 3.7,
and estimating EW([O iii]) and EW([O ii]) using the com-
posite SED fits from Forrest et al. (2017) (see Figure 5) we
roughly estimate [O iii]/[O ii]⇠ 4.3 for our EELG sample. For
a validation of EWs derived using the composite SED-fitting
method see §3.2 of Forrest et al. (2017), and note that while
EW([O iii]) is exactly the same as stated in Forrest et al.
(2017), EW([O ii]) was estimated specifically for this work
in a similar fashion. For comparison, at z ⇠ 3.5, the typical
[O iii]/[O ii]⇠ 2.5 based on extrapolations from local high-z
analogues in SDSS (Faisst 2016). Given this high average
ionization parameter, and the non-detection in the U-band
stacks our result complicates the conclusions of recent stud-
ies like Faisst (2016) and Nakajima et al. (2016) which point
to the population of extreme [O iii] emitters as being key to
understanding reionization.

5 DISCUSSION

5.1 Evidence against a definitive LyC - [O iii]/[O ii]
connection

Motivated by the incidence of extreme [O iii]/[O ii] in multi-
ple LyC leakers (Vanzella et al. 2016; de Barros et al. 2016;
Naidu et al. 2017; Izotov et al. 2016a), studies like Nakajima
et al. (2016) and Faisst (2016) have looked to cast sources
that show extreme [O iii] emission and [O iii]/[O ii] as the
drivers of reionization. Our sample is indeed extreme for
z ⇠ 3.5, with an [O iii]/[O ii]⇠ 4, which is typical of a z = 8

galaxy as per the scaling relations for emission line EWs de-
rived from SDSS high-z analogues (Faisst 2016; Faisst et al.
2016).

However, we have shown here that there is no LyC
signal detected in our sample, with a stringent limit of
fesc  f relesc < 8.2% for our EELG sample. To our knowl-
edge, ours is the first study that has observationally con-
strained the LyC fesc for a sample of EELGs large enough
to account for the stochasticity of the IGM. We acknowledge
that our EELGs, while extreme, are not as extreme as some
individual LyC leakers like those in Izotov et al. (2016a)
with EW([O iii]) > 1200Å and [O iii]/[O ii]& 5–though we do
note that our sample has EW([O iii]) and [O iii]/[O ii] con-
sistent with the average galaxy in the heart of reionization
at z ⇠ 7 � 8 as per the scaling relations for emission lines in
Faisst (2016).

A recent comparable result which corroborates our find-
ing of a low fesc even from high [O iii]/[O ii] sources comes
from Rutkowski et al. (2017) who reported fesc < 14% for a
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Figure 5. Composite SEDs for galaxies classified as Extreme
Emission Line Galaxies (EELGs) and Strong Emission Line
Galaxies (SELGs) from Forrest et al. (2017). Each point repre-
sents the median of a number of de-redshifted and scaled photo-
metric measurements in a narrow wavelength bin. Empty circles
are those associated with [O ii], while filled circles determine the
continuum and [O iii]. 54 of the 73 sources in our study belong
to these two classes, and we refer to them as the “EELG” sub-
sample. [O iii]��4959, 5007+H� and [O ii] are visible in these fits,
and we use their estimated EWs to get a sense of [O iii]/[O ii] for
our sample.

In the rest of this section we describe how we treat each term
in Equation 1.

fU/ fR is the observed flux ratio of the Lyman Contin-
uum flux and non-ionizing UV flux that we observe in the
U-band and R-band stacks respectively. At z = 3.5 the U-
band collects flux at restframe �  900Å and the R-band
covers restframe � = 1280 � 1580Å.

L
900

/L
1500

is the intrinsic luminosity density ratio.
No definitive observational constraints exist for this quan-
tity, and it is usually derived by averaging SED mod-
els. We set this ratio to 0.2 motivated by Starburst99
models (Leitherer et al. 1999) consistent with our EELG
sample, for which we assume [O iii]�5007/H� ⇠ 5.1 and
fit EW([O iii]�5007) ⇠ 400Å. These values correspond to
EW(H�)⇠ 60Å and thus to an age of ⇠ 5 Myr for the in-
stantaneous burst, and to ⇠ 100 Myr for continuous star
formation with a constant star formation rate. The models
yield L

900

/L
1500

⇠ 0.15 � 0.20. Several previous studies as-
sume comparable values (e.g. ⇠ 1/3 in Marchi et al. 2016;
Grazian et al. 2016; Guaita et al. 2016; Grazian et al. 2017;
Japelj et al. 2017). In our own previous work (Naidu et al.

Figure 6. U-band (left) and R-band (right) mean-stacks of our
sample (N=73). We find no detection in the U-band stack (31.98
mag at 1�), and place a 1� limit of < 6.3+0.7

�0.7% on f relesc . The
images shown are 4.3”x 4.3”.

Table 1. Summary of f relesc constraints.

Sample [N] Rmag (AB) f relesc% (1� upper limit)

Bright

(a) [37] 25.03 6.5+0.7
�0.7

Faint

(a) [36] 25.97 15.3+1.7
�1.7%

All [73] 25.38 6.3+0.7
�0.7

EELGs (b) (bright) [23] 25.07 8.5+1

�1

EELGs (b) (faint) [31] 25.96 16.7+1.8
�1.8

All EELGs [54] 25.48 8.2+0.8
�0.8

(a) Bright: Rmag < 25.38, Faint: Rmag > 25.38. Rmag = 25.38 for
the Full Sample stack.
(b) The EELG sample in this paper has an average estimated rest-
frame EW([O iii]�5007Å) of ⇠ 400Å as per the composite SED-
estimated EWs in Table 1 of Forrest et al. (2017), who used K-band
flux excesses to infer extreme [O iii] emission.

2017) we have deployed a grid of BPASSv2 models (Eldridge
et al. 2017) which span L

900

/L
1500

⇠ 0.1 � 0.5. We also note
that the L

900

/L
1500

ratio has been observed to be higher than
what we assume (⇠ 0.36) for some more extreme, individual
low-z LyC leakers (e.g. Izotov et al. 2016a).

< T(IGM)U > represents the mean transmission of the
IGM at z = 3.5. We calculate < T(IGM)U >= 0.18

+0.22

�0.18

by convolving the U-band’s filter transmission curve with
10,000 IGM lines of sight at z = 3.5 from Inoue et al. (2014).
The top panel of Figure 2 shows the rapid evolution of
< T(IGM)U > with redshift, highlighting the importance of
the narrow redshift distribution of our sample. The bottom
panel of Figure 2 shows the stochastic nature of the IGM and
the large variance in transmission across the 10,000 lines of
sight at z = 3.5.
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(e.g., Madau & Haardt 2015) 
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Figure 2. Evolution of the 21 cm brightness temperature distribution from redshift z = 10 to 6 in the AGN-dominated Very Late
model (top panel) introduced in this paper, the galaxies-dominated Very Late model (middle panel) from Kulkarni et al. (2016), and the
galaxies-dominated Late/Default model (bottom panel) from also Kulkarni et al. (2016).

We assume that haloes with mass below a threshold
mass M

q

have N

�

(M) = N

gal
�

(M) / Mhalo. Ionizing photons
from these low-mass haloes are sourced by star formation.
On the other hand, high-mass haloes with mass greater than
the threshold M

q

have N

�

(M) = N

agn
�

(M) / Mbh where
Mbh is given by Equation (10). These high-mass haloes pro-
duce ionizing photons due to AGN. The ratio

r ⌘

R
Mmax

Mq
dMN

agn
�

(M) dN/dM

R
Mq

Mmin
dMN

gal
�

(M) dN/dM

, (11)

quantifies the relative photon contribution of AGN and
galaxies. Our AGN models are thus described by two pa-
rameters r and M

q

. (Appendix A gives further details on
our AGN ionizing emissivity model.)

In our fiducial AGN-dominated model, we fix the value
of the threshold mass M

q

to that corresponding to a circu-
lar velocity of v

c

= 175 km/s. (We will discuss the e↵ect on
our results of changing this threshold to v

c

= 150 km/s and
v

c

= 200 km/s below.) At lower circular velocities, cold gas
mass available to grow supermassive black holes can decrease
rapidly due to an increasing e↵ect of supernova feedback
(e.g., Kau↵mann & Haehnelt 2000; Haehnelt & Kau↵mann
2002; Brook et al. 2012). This is reflected in a drop in the
black hole mass function for black hole masses smaller than
Mbh ⇠ 107 M�, particularly for z > 1 (Merloni & Heinz
2008; Kelly & Merloni 2012). With M

q

fixed, a desired total
AGN emissivity is achieved in the model by setting the value

of the parameter r. We calibrate the AGN emissivity evolu-
tion to values close to the fit by Madau & Haardt (2015) to
the integrated 1 Ry emissivity from AGN down to UV lu-
minosities of 0.01L⇤. This emissivity evolution is shown by
the red curve in the right panel of Figure 1. In this panel,
red filled circles denote ionizing emissivity from AGN in our
model; red open circles refer to the total ionizing emissivity,
which also includes contribution from star-forming galax-
ies. The ionizing emissivity of AGN in our model closely
matches that from the model of Madau & Haardt (2015).
We also have some contribution to ṅion from star-forming
galaxies in our model, particularly at z = 10, as seen from
the red open circles in Figure 1. For comparison, the grey
points in Figure 1 show the photon emissivity in the galaxy-
dominated “Late/Default” model of Kulkarni et al. (2016).

Having chosen a source model, we now need to choose
a suitable reionization history to calibrate our simulation.
As discussed above in relation to Equation (3), this calibra-
tion will provide us with the photoionization rate and ion-
ized hydrogen fraction throughout our simulation box. The
AGN-dominated ionizing emissivity evolution considered by
Madau & Haardt (2015) gives rise to a reionization history
that is very close to the “Very Late” reionization history as
described by Kulkarni et al. (2016). For ease of comparison
we thus choose this reionization history to calibrate our sim-
ulation. The red curve in the left panel of Figure 1 shows
the evolution of the volume-weighted ionized fraction Q

V

MNRAS 000, 1–9 (2016)

AGN-dominated

galaxy-dominated, very late

Kulkarni et al (2017)

galaxy-dominated

Cosmic Reionization

What more can we learn from the post-reionization IGM?



IGM opacity from the 
Lyα forest

Lidz et al (2006)

…but there will be patchiness from density 
fluctuations alone.

Fan+06

The Lya forest at z < 6 is patchy…

⌧e↵ = � ln hF i

“Lya forest”
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What drives the large scatter in Lyα opacity z > 5?
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It must be more than density fluctuations.

Factor of >3 fluctuations in neutral fraction required.
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…and see Bosman+2018, Eilers+2018



New constraints on Lyman-↵ opacity with a sample of 62 quasars at z > 5.7 15

Figure 13. Same as Figure 12 for lines of sight drawn from the Sherwood simulation (Bolton et al. 2017).

Figure 14. Comparison of the measured Lyman-↵ PDFs at 4.9 < z < 6.1 with outputs from a range of numerical simulations. This
plots shows only the solid lines from Figures 12 and Fig 13, and the errors have been omitted for the sake of comparison.

drodynamics code RAMSES onto which radiative transfer is
added in post-processing with the ATON code. They found
the fluctuations in the UV produced by galaxies in the red-
shift range 5 < z < 6 to be on scales too small (< 50 cMpc)
to account for the spread in Lyman-↵ opacity. A much bet-
ter fit was found when rare, bright ionising sources were
added to the simulation with a carefully chosen spatial den-
sity. Such sources could be (faint) quasar , or alternatively
extremely bright star-forming galaxies.

The simulation boxes of Chardin et al. (2015) are only

20 cMcp h�1 in size, but this is not a problem as the line of
sight variance is mostly driven by the presence or absence
of a strong ionising source nearby. The simulations use 5123

mass particles. Because of the smaller simulation volume, we
have to stitch three simulated lines of sight together for each
measurement of ⌧e↵. This results in 1020 measurements, a
smaller number than in the previous cosmological simula-
tions.

We find that the rare sources simulations aptly repro-
duce the CDF at 5.5 < z < 5.9, and are the only model to do

c� 0000 RAS, MNRAS 000, 000–000

62 QSOs at z > 5.7
Bosman+2018

Uniform UVB, T-ρ relation

Lyα opacity
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Possible models…

Density UVB Temperature

Neutral fraction:
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1.  Fluctuating UV Background (Galaxies)
(Davies & Furlanetto 2016, D’Aloisio et al. 2018)

Dark troughs trace low-density regions with few ionizing sources and a short 
mean free path.

Low density High density

Difficulty:  
Average mean free path must be much 
shorter than expected.

Figures: Davies+2017

The mean free path across cosmic time 1755
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3.34 2.18 1.56 1.19 0.94

Figure 10. The proper mean free path to LL photons in the intergalactic
medium as a function of redshift (and cosmic time). The data points show
direct measurements via the spectral stacking technique as estimated in this
manuscript (black), Prochaska et al. (2009, green), Fumagalli et al. (2013,
blue) and O’Meara et al. (2013, red). One observes a monotonic decrease
with increasing redshift which is well modelled by a (1 + z)η power law
with η =−5.4 ± 0.4 (curve). See the online edition of the Journal for a
colour version of this figure.

two-parameter model, λ912
mfp(z) = A[(1 + z)/5]η, we minimize χ2

under the assumption of Gaussian errors in the λ912
mfp measurements

(this assumption is not strictly true, but provides a good approxi-
mation, e.g. O’Meara et al. 2013). We find A = (37 ± 2)h−1

70 Mpc
and η = −5.4 ± 0.4 giving a reduced χ2

ν = 0.8. As is evident from
Table 4, the SDSS measurements have the smallest estimated er-
rors and therefore anchor the fit at z ≈ 4. If we arbitrarily increase
the uncertainty in these measurements, then σ (A) increases and χ2

ν

decreases but there is very little effect on η and its estimated uncer-
tainty. Therefore, we conclude at high confidence that λ912

mfp evolves
more steeply than (1 + z)−4 at z < 5.5. We find a steeper redshift
evolution than recovered for τ

Lyα
eff . Clearly, the astrophysics govern-

ing gas absorbing significantly at the LL differs from that of the
canonical Lyα forest.

Consider the physical significance of such strong evolution in
λ912

mfp with cosmic time. We assume first that the structures domi-
nating the LL optical depth have a characteristic physical size D
and comoving number density nc at a given redshift. Under this
assumption, the redshift evolution of the mean free path scales as

λ912
mfp ∝ (1 + z)−3

⟨ncD⟩ . (6)

Therefore, in a Universe where such structures do not evolve in
comoving number density or physical size, one roughly predicts
λ912

mfp ∝ (1 + z)−3 from cosmological expansion.8 This is strictly

8 This scaling assumes that all opacity comes from highly optically thick
absorbers and the mean free path is small. If, as we will argue below,
absorbers with τLL

912 ! 1 significantly contribute to λ912
mfp and the mean free

path is large, cosmological expansion can lead to a redshift evolution that is

ruled out by the observations. Instead, ⟨ncD⟩ must decrease with
time as approximately (1 + z)2. Whereas galaxies are assuredly
growing in radius and number with decreasing redshift, structures
dominating the LL opacity are reduced in number and/or physical
size. This implies that the majority of such gas is not associated
with the central regions of gravitationally collapsed structures (e.g.
H I discs).

A possible scenario is that the LL opacity is dominated by gas
in the haloes of galaxies (aka the circumgalactic medium or CGM)
which then evolves across cosmic time. Numerical simulations of
galaxy formation do predict a significant reservoir of cool, dense
gas accreting on to galaxies via ‘cold streams’ that span the dark
matter haloes (Birnboim & Dekel 2003; Dekel & Birnboim 2006;
Ocvirk, Pichon & Teyssier 2008; Dekel et al. 2009; Kereš et al.
2009; van de Voort et al. 2011). Portions of these streams are pre-
dicted to have significant LL opacity (Fumagalli et al. 2011; van
de Voort et al. 2012) and should contribute to τLL

eff at z > 2. These
simulations also predict a declining covering fraction fc of opti-
cally thick gas from these structures within the virial radius rvir in
time (Faucher-Giguère & Kereš 2011; Fumagalli et al. 2014). On
the other hand, rvir is increasing and the physical cross-section re-
mains roughly constant or even increases in galaxies of a given halo
mass (Fumagalli et al. 2014). Similarly, the central galaxies and the
dark matter haloes only grow with cosmic time. Therefore, simple
models for the evolution of optically thick gas in haloes could, in
principle, predict a decreasing mean free path with decreasing z.
Indeed, Fumagalli et al. (2013) have argued that a significant frac-
tion of LLSs with τLL

912 > 2 must reside outside dark matter haloes
at z > 3.5. We draw a similar inference for the gas dominating the
H I LL opacity, which may hold to z < 3. For dark matter haloes
to dominate the integrated LL opacity at high-z, one may need to
invoke scenarios where low-mass haloes contribute a majority of
the opacity at z ∼ 5 and then evaporate (e.g. mini-haloes; Abel &
Mo 1998). Presently, we consider this to be an improbable scenario
but we encourage the analysis of halo gas in lower mass haloes and
also the properties of gas with τLL

912 < 1 in all haloes.
We argue that the gas absorbing LL photons arises predominantly

within large-scale structures near the collapsed regions of dark mat-
ter haloes (e.g. filaments, the cosmic web), consistent with current
numerical results exploring the frequency distribution of H I gas
(Altay et al. 2011; Fumagalli et al. 2011; McQuinn et al. 2011;
Rahmati et al. 2013) and recent analysis of the cross-correlation
between LLSs and quasars (Prochaska et al. 2013b). But what then
drives the rapid evolution in λ912

mfp? There are three obvious pos-
sibilities: (i) the structures themselves decrease in physical size;
(ii) their mass decreases; (iii) the gas becomes more highly ion-
ized yielding lower LL opacity. We consider the first option to be
very unlikely. If anything, structures outside dark matter haloes are
likely to increase in size via cosmological expansion. There could
be gravitational contraction along one dimension (possibly two),
but this would be balanced by expansion in at least one other. The
second effect, reduced mass, may follow from the funnelling of gas
into galaxies and their haloes. In turn, this reduces the surface and
volume densities of the gas. From z = 5 to 2, the comoving mass
density in dark matter haloes with M > 1010M⊙ increases by a
factor of 25. A significant fraction of the mass must come from
the surrounding environment, but this could be replenished by new

steeper than (1 + z)−3 due to redshifting of Lyman continuum photons (e.g.
Becker & Bolton 2013). Redshift effects become significant at z ! 3 when
λ912

mfp " 100 Mpc.

MNRAS 445, 1745–1760 (2014)
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2.  Fluctuating UV Background (QSOs)
(Chardin et al. 2015, 2017)

Dark troughs trace any regions far from ionizing sources.

fH I / nH�
�1T�0.7Possible models…

Fluctuations in the Lyα forest at z ∼ 5.5–6 3439

Figure 8. Top left: spatial distribution of the DM overdensity in the Millennium volume at z ∼ 5.8 in a slice of thickness 976.6 ckpc h−1. The red circles
show the location of the DM haloes hosting the QSOs. Top right: the spatial distribution of the photoionization rate "12 in the volume of the Millennium
volume simulation for the fit of the QSO luminosity function of Giallongo et al. (2015) with the "-dependent mean free path case, λmfp = λ0("/"0)2/3$−1.
The map has been calculated for a 512 × 512 grid and then interpolated on a 4096 × 4096 grid. The overdensity field $ from the Millennium simulation
has been smoothed on a 20 cMpc scale with a top-hat filter to calculate the "12 field in the slice. Bottom left: the spatial distribution of the neutral hydrogen
number density inside the Millennium volume: the density field in the mid-plane slice of the ‘512-20’ RAMSES simulation is replicated 25×25 to cover the full
size of the Millennium simulation and has been interpolated on a 4096 × 4096 grid. Bottom right: the spatial distribution of the opacity τ in the same slice
calculated using the interpolated 4096 × 4096 grids of the hydrogen number density (bottom-left panel), velocity (not shown in the plot), temperature (not
shown in the plot) and photoionization rate (top-right panel). The red and white points, respectively, in the upper- and bottom-left panels show the position of
the DM haloes assumed as ionizing sources in our model (taken in a slice of ∼15 cMpc h−1 thickness around the slice shown). The black/white thick lines in
the bottom-left/right-hand panel show 10 lines of sight of 110 Mpc h−1 length along which we compute and show the corresponding spectra in Fig. 9. The
maps shown are calculated with βQSOs = 2 and βgal = 1.

further reducing the opacity. Taking this into account should re-
duce the contribution of QSO to the ionizing emissivity required
to produce the same level of opacity fluctuations. This may be
necessary if the contribution of QSO to the ionizing emissivity is
lower as suggested by the luminosity function measured by Gial-
longo et al. (2015), what may – as discussed in the Introduction –
well be the case. We have also not accounted for a possible beam-
ing and/or (short) duty cycle of the QSOs in our modelling and
the net effect of these on the predicted opacity fluctuations is not
obvious.

4.2 Alternative models for the large opacity fluctuations
on large scales

We have shown here that large amplitude UV background fluc-
tuations due to a significant contribution of QSOs may be able
to explain the large reported opacity fluctuations. A similar con-
clusion has been reached by D’Aloisio et al. (2016), which first
became available to us during the refereeing process of this paper.
However, it is not certain that QSOs in sufficient numbers actu-
ally exist. We therefore briefly discuss here also alternative sug-
gestions. Davies & Furlanetto (2016) presented modelling where

MNRAS 465, 3429–3445 (2017)
Downloaded from https://academic.oup.com/mnras/article-abstract/465/3/3429/2544355
by Technical Services - Serials user
on 09 December 2017

QSOs

Density UVB

Chardin et al. (2017)

Difficulties: Are there enough QSOs?  
Helium reionization too early? 
(see D’Aloisio et al. 2017)



3.  Fluctuating IGM Temperature
(D’Aloisio et al. 2016a)

Dark troughs trace high-density regions, where reionization ended early and 
the gas has had time to cool.

fH I / nH�
�1T�0.7Possible models…

Low density High density

Difficulty:  
Temperature boost from reionization 
must be extreme (ΔT ~ 30,000 K). 
(See also Keating et al. 2017)



All three models can be tuned to match the opacity distribution. 

GB+2018



6

Figure 6. 50 Mpc-projected Ly↵ forest ⌧e↵ for the fluctuating ionizing background (left) and residual temperature fluctuations (right)
models, centered on the slice shown in Figure 3. The regions corresponding to low and high ⌧e↵ correspond to high and low density regions,
respectively, for the fluctuating ionizing background model, but the opposite is true for the residual temperature fluctuations model.

Figure 7. 50 Mpc-projected Ly↵ forest ⌧e↵ for the fluctuating ionizing background (left) and residual temperature fluctuations (right)
models with overlaid MUV < �20 galaxies (dots) color- and size-coded by absolute magnitude. The dashed circles correspond to 10 arcmin
radius patches of sky centered on a high ⌧e↵ sightline in each model.

of ⇠ 20 arcmin.
In practice, counting z ⇠ 5.7 galaxies in a large

area presents an observational challenge. While surveys
searching for bright high-redshift galaxies using broad-
band color-selection are relatively inexpensive, the pre-
cision of photometric redshifts is limited to scales com-
parable to the window over which ⌧e↵ is measured. In
Figure 11 we show the e↵ect of a photometric redshift
uncertainty �z = 0.25 on the correlation between galax-
ies and ⌧e↵ . Even for this relatively modest photometric

redshift uncertainty (�z/(1+ z) ⇠ 4%) the di↵erence be-
tween the two models as compared to Figure 9 is greatly
reduced. Thus, expensive spectroscopic followup would
be required to accurately count galaxies associated with
the target region of the Ly↵ forest.

4. PREDICTIONS FOR Ly↵ EMITTERS IN THE
ULAS J0148+0600 GP TROUGH ENVIRONMENT

A relatively cheap alternative to spectroscopic galaxy
surveys is narrowband color-selection of Ly↵-emitting

UVB model:  
Galaxies avoid high-

opacity regions.

Temperature model: 
Galaxies trace high-

opacity regions.

Davies, GB & Furlanetto 2017

The Test: Use galaxies to trace the density field.

Figures: Davies+2017
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Narrow-band search for Lyα emitters in the field around 
J0148+0600 (giant Lyα trough).

Subaru Hyper-Suprime Cam data acquired August 2017. 

Deep (mNB = 26): High number density of sources to probe 
density. 

Large Field (90’): Self-consistently compare region around 
QSO line of sight to the surrounding field.

r i NB816



?

LAEs around giant Lyα trough

GB+2018



LAEs around giant Lyα trough

Deficit of LAEs close to QSO line of sight.

Surface density of LAEs

GB+2018
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• At first glance, results support fluctuations in a UVB dominated by 
galaxies. 

• Model details may be important. 

• Could galaxy Lyα emission be suppressed along the trough?
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Summary
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• Multiple lines of evidence now point to a relatively late hydrogen 
reionization, but the timing and sources remain uncertain.


• The z < 6 IGM places strong boundary conditions on reionization.


• Multiple models attempt to explain the large-scale fluctuations in IGM 
Lyα opacity at z~6.


• Deficit of LAEs around a deep Lyα trough supports large-scale 
fluctuations in the ionizing UV background.  Ultimately a way to 
identify reionization sources. 

• UVB fluctuations left over from recent reionization?


• Other models possible?  Reionization not complete at z=5.7?


