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Outline
• Fundamental cosmological questions	

• The Baryon Oscillation Spectroscopic Survey 

(BOSS): a galaxy redshift survey	

• Measuring galaxy clustering	

• Addressing fundamental questions with BOSS	


• Details	

• Observational systematics	

• (Theoretical systematics)	


• (very) Recent and Future results	

• BOSS DR12, eBOSS, DES, DESI
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Current Cosmological Model
• Flat, 96% “dark”	

• what is dark energy?	

• modify GR?*	

• why is there structure at all?*	

• what is the mass of the 

neutrino?
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Current Cosmological Model
• Flat, 96% “dark”	

• what is dark energy?	

• modify GR?*	

• why is there structure at all?*	

• what is the mass of the 

neutrino?

neutrinos?
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The SDSS-III Baryon Oscillation 
Spectroscopic Survey (BOSS): 
Mapping the structure of the 

Universe
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• Sloan Digital Sky Survey !
• Uses Sloan telescope at 
Apache Point NM	

• BOSS uses:	

•   SDSS ugriz imaging to select: 	

     1.5 million galaxies	

     1.5x105 quasars 	

     (out of 3.6x108 sources)	

•  BOSS spectrograph	


3600Å < λ < 10,000Å	

R = λ/∆λ = 1300 − 3000	

1000 spectra at a time

SDSS-III BOSS
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BOSS Galaxies

!

• DR8 imaging 14,555 deg2	

•    10,000 deg2 good for BOSS	

• DR9 footprint 3345 deg2	


• DR10 6300 deg2	


• DR11 8500 deg2 (current 
published results)	

• DR12 10,000 deg2; raw data 
public, results imminent

CMASS
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BOSS Galaxies

•  Two samples:	

• ‘CMASS’:	

•     i < 19.9 + color cuts	

•     redshifts 0.43<z<0.7	

• ‘LOWZ’: 	

•     r < 19.5  + color cuts	

•     0.15<z<0.43 	
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• Largest 3D map of 
galaxies!
!
!

!
!

BOSS

(SDSS-II LRGs)

(SDSS Main Sample)

BOSS Galaxies
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Observed Galaxies to 3D Map

A Small Slice of BOSS • angles, redshifts ➔ comoving distance	

!
!
!
!
!
!
                             (flat ΛCDM) 	

 

r = arphysical; a =
1

1 + z

r(z1, z2) = c

Z z2

z1

dz

H(z)

H(z) =
ȧ

a
= H0

�
⌦m(1 + z)3 + ⌦⇤

� 1
2
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Galaxy Clustering

A Small Slice of BOSS • Need to quantify 
structure we see 	

• Clustering strength 
= number of galaxy 
pairs beyond uniform 
random	

• Power spectrum	

!

• Correlation function
P (k) = h�k(k)2i

⇠(r) = h�(x)�(x + r)i
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!

• Power spectrum	

!

• Correlation function	

!
!

• k~2π/r	

• r and s interchangeable

Galaxy Clustering

P (k) = h�k(k)2i

⇠(r) = h�(x)�(x + r)i

(correlated data points)
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Baryon Acoustic Oscillations 
(BAO)
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Baryon Acoustic Oscillations (BAO)
• early Universe radiation 
pressure/ matter density -> 
standing wave in baryon 
density
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Baryon Acoustic Oscillations

• CMB measurement gives 
calibrated “standard ruler” 
for feature found in galaxies

SDSS-III BOSS Galaxies

Anderson et al. 2014
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!

• 1% distance measurement 
to z = 0.57	


• 2% distance measurement 
to z = 0.32	


• distance is:                     
DV(z) ≡ [czH-1(z)DA2(z)(1+z)2]1/3

BOSS DR11 BAO

Anderson et al. (2014)
Tojeiro et al. (2014)
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Expansion History with BAO

Anderson et al. 2013

(w=P/ρ =-1 for ΛCDM)
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Expansion History with BAO 
compared to CMB
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Expansion History with BAO 
compared to CMB
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Expansion History with BAO 
compared to CMBPlanck Collaboration: Cosmological parameters
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Fig. 14. Acoustic-scale distance ratio DV(z)/rdrag in the base
⇤CDM model divided by the mean distance ratio from Planck
TT+lowP+lensing. The points with 1� errors are as follows:
green star (6dFGS, Beutler et al. 2011); square (SDSS MGS,
Ross et al. 2014); red triangle and large circle (BOSS “LOWZ”
and CMASS surveys, Anderson et al. 2014); and small blue cir-
cles (WiggleZ, as analysed by Kazin et al. 2014). The grey bands
show the 68 % and 95 % confidence ranges allowed by Planck
TT+lowP+lensing.

The changes to the data points compared to figure 15 of
PCP13 are as follows. We have replaced the SDSS DR7 mea-
surements of Percival et al. (2010) with the recent analysis of
the SDSS Main Galaxy Sample (MGS) of Ross et al. (2014) at
ze↵ = 0.15, and by the Anderson et al. (2014) analysis of the
Baryon Oscillation Spectroscopic Survey (BOSS) ‘LOWZ’ sam-
ple at ze↵ = 0.32. Both of these analyses use peculiar veloc-
ity field reconstructions to sharpen the BAO feature and reduce
the errors on DV/rdrag. The blue points in Fig. 14 show a re-
analysis of the WiggleZ redshift survey by Kazin et al. (2014)
applying peculiar velocity reconstructions. The reconstructions
causes small shifts in DV/rdrag compared to the unreconstructed
WiggleZ results of Blake et al. (2011) and lead to reductions
in the errors on the distance measurements at ze↵ = 0.44 and
ze↵ = 0.73. The point labelled BOSS CMASS at ze↵ = 0.57
shows DV/rdrag from the analysis of Anderson et al. (2014), up-
dating the BOSS-DR9 analysis of Anderson et al. (2012) used in
PCP13.

In fact, the Anderson et al. (2014) analysis solves jointly for
the positions of the BAO feature in both the line-of-sight and
transverse directions (the distortion in the transverse direction
caused by the background cosmology is sometimes called the
Alcock-Paczynski e↵ect, Alcock & Paczynski 1979), leading to
joint constraints on the angular diameter distance DA(ze↵) and
the Hubble parameter H(ze↵). These constraints, using the tabu-
lated likelihood included in the CosmoMC module16, are plotted
in Fig. 15. Samples from the Planck TT+lowP+lensing chains
are plotted coloured by the value of ⌦ch2 for comparison. The
length of the degeneracy line is set by the allowed variation in H0
(or equivalently⌦mh2). In the Planck TT+lowP+lensing⇤CDM
analysis the line is defined approximately by

DA(0.57)/rdrag

9.384

 
H(0.57)rdrag/c

0.4582

!1.7

= 1 ± 0.0004, (26)

16http://www.sdss3.org/science/boss_publications.php

Fig. 15. 68 % and 95 % constraints on the angular diameter dis-
tance DA(z = 0.57) and Hubble parameter H(z = 0.57) from
the Anderson et al. (2014) analysis of the BOSS CMASS-DR11
sample. The fiducial sound horizon adopted by Anderson et al.
(2014) is rfid

drag = 149.28 Mpc. Samples from the Planck
TT+lowP+lensing chains are plotted coloured by their value of
⌦ch2, showing consistency of the data, but also that the BAO
measurement can tighten the Planck constraints on the matter
density.

which just grazes the BOSS CMASS 68 % error ellipse plotted
in Fig. 15. Evidently, the Planck base ⇤CDM parameters are
in good agreement with both the isotropized DV BAO measure-
ments plotted in Fig. 14, and with the anisotropic constraints
plotted in Fig. 15.

In this paper, we use the 6dFGS, SDSS-MGS and BOSS-
LOWZ BAO measurements of DV/rdrag (Beutler et al. 2011;
Ross et al. 2014; Anderson et al. 2014) and the CMASS-DR11
anisotropic BAO measurements of Anderson et al. (2014). Since
the WiggleZ volume partially overlaps that of the BOSS-
CMASS sample, and the correlations have not been quantified,
we do not use the WiggleZ results in this paper. It is clear from
Fig. 14 that the combined BAO likelihood is dominated by the
two BOSS measurements.

In the base ⇤CDM model, the Planck data constrain the
Hubble constant H0 and matter density ⌦m to high precision:

H0 = (67.3 ± 1.0) km s�1Mpc�1

⌦m = 0.315 ± 0.013

)
Planck TT+lowP. (27)

With the addition of the BAO measurements, these constraints
are strengthened significantly to

H0 = (67.6 ± 0.6) km s�1Mpc�1

⌦m = 0.310 ± 0.008

)
Planck TT+lowP+BAO.

(28)
These numbers are consistent with the Planck+lensing con-
straints of Eq. (21). Section 5.4 discusses the consistency of
these estimates of H0 with direct measurements.

Although low redshift BAO measurements are in good agree-
ment with Planck for the base ⇤CDM cosmology, this may not
be true at high redshifts. Recently, BAO features have been mea-
sured in the flux-correlation function of the Ly↵ forest of BOSS
quasars (Delubac et al. 2014) and in the cross-correlation of the

25

Planck 2015
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Neutrino Mass
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Neutrino Mass
• Neutrinos remain relativistic 

at later times	

• suppresses formation of 

smaller-scale structure	

• (at least) 3 ways to measure 

with LSS:	

–Direct effect on P(k)	

–Effect on structure growth 
(e.g., Beutler et al. 2014)	

–Use BAO measurements to 
break CMB degeneracies
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Neutrino mass constraints: P(k) shape
•DR9+WMAP (Zhao et al. 2013)	


• ∑mν < 0.34 eV (95%; ΛCDM), 
< 0.58 eV (just BAO+CMB)

Zhao, et al. 2013

8 Zhao, Saito, Percival et al.
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Figure 3. The purple and green contours on the top layer in left panels: the 68 and 95 percent CL contour plots for neutrino mass and ΩM obtained from the
joint dataset including CMB+SN+CMASS power spectra cut off at various k illustrated in the figure; The blue contours on the bottom layer in left panels:
the 68 and 95 percent CL contour plots for neutrino mass and ΩM obtained from the joint dataset including CMB+SN+CMASS BAO; Right panel: the
corresponding 1D posterior distribution of neutrino mass. A ΛCDM model is assumed for the background cosmology.

Figure 4. The CMASS data used in the analysis and the best fit power
spectrum assuming a ΛmνCDM cosmology. The data and spectra are both
rescaled using the linear matter spectrum for the best fit model. The upper
and lower panels show the cases of kmax = 0.1 and 0.2hMpc−1 respec-
tively.

kmax = 0.1, 0.2 hMpc−1 when all data are combined (purple and
green contours). As shown, the change is marginal, with the up-
per limit for Σmν only lowered to 0.338 eV from 0.340 eV when
kmax is increased from 0.1 to 0.2 hMpc−1. This is understand-
able given our default galaxy bias model: when kmax is larger, the
non-linear P (k) data simply constrains the nuisance parameters
b2 in Eq. (9) rather than Σmν . We should expect that, for larger
kmax, the model Eq. (9) becomes less reliable since it is based on
perturbation theory. Given that our lack of knowledge of the non-
linear bias of the CMASS galaxies means there is little information
0.1 < k < 0.2hMpc−1, it is not worth the added risk of as-
suming our model is appropriate on these scales, and we choose

kmax = 0.1 hMpc−1 as our default. All of the results presented
are based on this conservative limit.

Fig. 4 shows the goodness-of-fit by over-plotting the best-fit
model on top of the observational data for the cases of kmax =
0.1, 0.2 hMpc−1. The quantity shown is the ratio between the
galaxy power spectrum and the linear matter power spectrum,
Pg(k)/P

L
cbν (see Eqns. (7) and (9)). From Eq. (10), we can see that

on large scales, this ratio is roughly the linear galaxy bias squared
b21. Our MCMC analysis suggests b1 ≃ 2, which is consistent with
the result in Reid et al. (2012).

5.1.2 The choice of the galaxy modelling

Next we shall test the effect of the choice of the galaxy modelling.
To test the limiting scales to be fitted in the last section, we used
Eq. (9) to model the galaxy power spectrum. In Fig. 5, we show
the contours for Σmν and ΩM for the HALOFIT-ν (Eq. 18) and
the Cole et al. (2005) (Eq. 19) models. The difference between con-
straints calculated assuming these three models is marginal, which
is reasonable as they only differ in form for kmax > 0.1 hMpc−1.

5.1.3 The choice of SN data

The left panel of Fig. 6 shows 95 percent CL contour plots forΣmν

and ΩM, comparing various data combinations. Comparison with
the left panel shows the effect of including the Union2.1 rather
than SNLS3 SN data. SNLS3 data provides tighter constraint on
ΩM, although the measurements of the neutrino mass are similar,
namely,

Σmν < 0.340 eV (WMAP7 + SNLS3 + CMASS),

Σmν < 0.334 eV (WMAP7 + Union2.1 + CMASS).(24)

In both cases, we see that CMASS data help to reduce the allowed
parameter space dramatically.

5.1.4 The effect of the redshift space distortion modelling

We now test how could the neutrino mass measurements are af-
fected by the choice of the RSD model. In Figs 7, 8 and Table

c⃝ 0000 RAS, MNRAS 000, 1–18

Zhao, et al. 2013
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Neutrino mass constraints: CMB
+BAO

Planck Collaboration: Cosmological parameters
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Planck TT,TE,EE+lowP+BAO.
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Details
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Details

theoretical clustering of matter                	

!
!

!

clustering of galaxies	

!

!

       Observed galaxies         	


Observational systematics

Theoretical systematics
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Observational Systematics
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Potential Observational Systematics
• Atmospheric conditions (seeing, airmass)	

• Background light (sky background)	

• Foregrounds (stars, Galactic ‘dust’)	

• Calibration uncertainties
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BOSS imaging systematics

fiducial
full weights

Ross et al. 2011
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BOSS imaging systematics

fiducial
full weights

Ross et al. 2011
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Galaxies around stars 17.5 < i 
< 19.9 (23 million stars)
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Stars Occult Area
Ross et al. 2011
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Stars and BOSS Surface Brightness

• Spectroscopic results confirm 
galaxy vs. stellar density 
relationship	


• Depends on surface brightness	

• Corrected with weights based 

on linear fits

Ross et al. 2012

brightest

faintest

(DR9 data)

Sep. 25th 2015                        Ashley J. Ross                 LBNL INPA Seminar



Effect on BOSS clustering

No effect on BAO!

Ross et al. 2012

wstar: correction for stellar systematic

(DR9 data)

s (h-1 Mpc)
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Theoretical details
theoretical clustering of matter                	

!

!

observed clustering of galaxies
Galaxy bias: light ≠ mass	

!

!
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Red and Blue Galaxies
• Galaxy population bi-modal red/

blue	

• ideal for testing systematic effect 

from galaxy evolution

Ross & Brunner (2009)

All
Red

Blue

An
gu

la
r 

cl
us

te
rin

g

Mehta et al. 2011

BA
O

 S
hi

ft
 %

Sep. 25th 2015                        Ashley J. Ross                 LBNL INPA Seminar



Red/Blue BOSS BAO

Ross et al. (2014)

α = DV/DV,fiducial
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BOSS DR12
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BAOs in the correlation function of LOWZ & CMASS 7

Figure 3. The correlation function of CMASS galaxies (left panels) and LOWZ galaxies (right panels). Top panels show the monopole
of the correlation function post-reconstruction, bottom panels display the quadrupole of the correlation function. Error bars represent
the square root of the diagonal elements of the covariance matrix. In all panels the best-fitting model is presented for reference (solid
lines, see text for more details).

Table 6. Results of the anisotropic BAO fittings in the QPM mocks of the LOWZ and CMASS samples. We present median values x̃,
scatter Sx, median uncertainties �̃x, and scatter in the uncertainties S�

x

for ↵k and ↵?. We also show the median values and scatter
for ↵ and ✏ for reference. The variables with a tilde indicate the median of that variable. S denotes the root mean square deviation in
that variable. .

e↵ S↵ e✏ S✏ f↵k S↵k g�↵k S�
↵k

f↵? S↵? g�↵? S�
↵?

LOWZ pre-recon 1.0019 0.0321 +0.0019 0.0370 1.0062 0.0886 0.0895 0.0410 1.0006 0.0390 0.0368 0.0162
LOWZ post-recon 1.0008 0.0194 +0.0018 0.0250 1.0068 0.0568 0.0537 0.0387 0.9991 0.0280 0.0257 0.0102

CMASS pre-recon 1.0025 0.0152 +0.0018 0.0196 1.0061 0.0452 0.0482 0.0234 1.0013 0.0217 0.0223 0.0041
CMASS post-recon 1.0019 0.0105 +0.0026 0.0149 1.0067 0.0336 0.0312 0.0168 0.9987 0.0167 0.0156 0.0025

4.2 Data fitting results

We now apply our isotropic and anisotropic fitting analysis
to the LOWZ and CMASS Data Release 12 galaxy cata-
logues. The results are presented in Table 7. Compared to
the average values found in the mock catalogues, the con-
straint on ↵? is better than expected, whereas the constraint
on ↵k is slightly worse. For comparison, we show the Data
Release 11 constraints from Anderson et al. (2014) along
with our new results in Table 8. There is a slight decrease
in the constraining power of the new results mainly due to
the change in the methodology of generating the mock cata-

logues. Although the fitting results using MD-Patchy mocks
are found to be more constraining than those from QPM
mocks, we prefer to err on the conservative side and quote
the results from QPM mocks. A comparison of the results
with both set of mocks is revisited in Anderson et al. (2015).

The significance of the BAO detection, however, has in-
creased from Data Release 11 to Data Release 12. Figure 7
presents the �2 surface from the isotropic fitting of the DR12
correlation functions. Solid lines represent the di↵erence be-
tween �2(↵) and its value at the best-fit �2

min

. Dashed lines
show the same when trying to fit the data using a tem-
plate without a BAO peak (Eisenstein & Hu 1998). The top

c� 0000 RAS, MNRAS 000, 000–000

12 A. J. Cuesta et al.

Figure 9. Cosmological constraints for di↵erent cosmological models, using a combination of Planck13 CMB data and our DR12
BAO measurements (blue contours). Also shown for comparison are the constraints from Anderson et al. (2014) where the DR11 BAO
measurements are used instead. Left panels assume a flat Universe: ⇤CDM (top panel), wCDM (middle panel), and w

0

waCDM (bottom
panel). On the right panels the curvature is a free parameter: oCDM (top panel), owCDM (middle panel), and ow

0

waCDM (bottom
panel). The following priors are assumed: �0.1 < ⌦k < +0.1, �3 < w

0

< +1, and �3 < wa < +3.
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Figure 1. The measured LOWZ (top panel) and CMASS (bottom panel) DR12 post-recon, monopole (blue squares), quadrupole (red circles) and µ2-moment
(green triangles) power spectra. For all the cases the measurements correspond to a combination of the northern and southern galaxy caps according to their
effective areas as described in §3. The error-bars are calculated from the dispersion of measurements using the QPM mocks. The red, blue and green lines
correspond to the best-fit model of Eq. (4) with the BAO peak position as a free parameter. Within each panel we also present the power spectrum monopole
and µ2-moment divided by the smooth power spectrum calculated in our fit to the data. For the monopole and µ2-moment we see how the model is able to
capture the BAO features observed in the data.
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test the projected BOSS galaxy density against observational pa-
rameters that affect the imaging data, and define weights to correct
for systematic relationships, where identified.

4.1 Stellar Density

The projected density of CMASS was found to depend on the lo-
cal stellar density in Ross et al. (2011). This finding was confirmed
in all subsequent BOSS data sets. We use SDSS DR8 stars with
17.5 < i < 19.9 to map the stellar density at Healpix reso-
lution Nside= 128. This is the same set of stars used in Ross
et al. (2011, 2012). The systematic dependency affects only the
CMASS sample; as shown in the top panel of Fig. 2, none of
the LOWZ selections exhibit any trend. The uncertainties are de-
termined by weighting the galaxy counts by w

FKP

and assuming
counts weighted in this manner can be treated like Poisson statis-
tics. Such a scheme balances shot-noise and cosmic variance, at the
scale used to define the FKP weights. Comparisons between results
from CMASS mock samples and this scheme validate the method-
ology and thereby allow uncertainties to be estimated for samples
that do not have matching suites of mock catalogs. Ignoring any
covariance, we find the �2 of the null test of n/hni = 1 to be 9.6,
11.1, and 9.8 for the LOWZ, LOWZE2, and LOWZE6 samples.
Comparatively, the �2 for the CMASS sample is 211.

In Ross et al. (2011, 2012), it was shown that the relation-
ship with stellar density also depends on the surface brightness of
the galaxy. The i

fib2

magnitude of the galaxy is a convenient mea-
sure of the surface brightness, as it represents the total flux within
a given aperture (convolved with the seeing). The middle panel of
Fig. 2 shows the relationship between the CMASS number density
and the stellar density, divided into five ranges of i

fib2

magnitudes
(i

fib2

< 20.3; 20.3 < i
fib2

< 20.6; 20.6 < i
fib2

< 20.9; 20.9 <
i
fib2

< 21.2; 21.2 < i
fib2

). In each bin, we find the best-fit linear
relationship n

gal

= A(i
fib2

+ B
ifib2

n
star

. The dashed lines dis-
play the best-fit linear relationship in each i

fib2

bin; the �2 of the
fits range between 4 and 8, for 8 degrees of freedom. With increas-
ing i

fib2

, the best-fit A and B are A(i
fib2

) = [0.959, 0.994, 1.038,
1.087, 1.120] and B(i

fib2

) = [0.826, 0.149, -0.782,-1.83, -2.52]
10�4.

The linear fits to the relationship between galaxy and stellar
density in each of the i

fib2

bins are used to define weights to apply
to CMASS galaxies to correct for the systematic dependency on
stellar density. To obtain the expected relationship at any i

fib2

, we
interpolate between the results in the neighboring i

fib2

bins, i.e.,
to find the expected relationship at i

fib2

= 20.8, we interpolate
between the results in the 20.3 < i

fib2

< 20.6 and 20.6 < i
fib2

<
20.9 bins to obtain the slope, B(i

fib2

), and intercept, A(i
fib2

), of
the relationship. The weight we apply to the galaxy is then

w
star

(n
star

, i
fib2

) = (B(i
fib2

)n
star

+A(i
fib2

))

�1 , (34)

i.e., we simply weight by the inverse of the expected systematic
relationship.

The surface brightness dependence of the stellar density rela-
tionship must be accounted for in order to account for the redshift
dependence of the systematic effect. The bottom panel of Fig. 2
shows the CMASS number density vs. stellar density, after apply-
ing w

star

. In each redshift bin, the systematic relationship is re-
moved. After applying the systematic weights, the �2 for the null
test are 13.5, 8.4, and 11.2 (for 10 degrees of freedom), with in-
creasing redshift; prior to applying the weights, they are 47, 117,
and 65. The impact of the stellar density weights on the measured
clustering is presented in Section 5.1.

Figure 2. Projected BOSS galaxy density versus stellar density, measured
as the number of 17.5 < i < 19.9 stars in Healpix pixels with Nside=128.
Top panel: the relationships for CMASS and the three LOWZ selections.
Middle panel: The relationships for CMASS, split into bins of i

fib2

magni-
tude. These are the measurements used to define the stellar density weights
applied to clustering measurements. Bottom panel: The relationships for
CMASS, split by redshift, before (curves) and after (points with error-bars)
stellar density weights are applied.

4.2 Seeing

There is a relationship between the observed density of BOSS
CMASS galaxies and the local seeing due to the star galaxy sep-
aration cuts, as explained in Ross et al. (2011). Weights were previ-
ously defined and applied to the DR10 and DR11 CMASS samples
to remove this trend, and we repeat such a procedure for DR12,
while further investigating any relationship in the LOWZ samples.

The top panel of Fig. 3 displays the relationship between ob-
served projected density and seeing for different BOSS selections.
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For the standard LOWZ selection and the LOWZE2 selection, no
strong relationship is observed; the �2 of the null test are 16.2
and 14.2, respectively, for 10 degrees of freedom. However, for
CMASS and LOWZE3, clear relationships exist where the galaxy
density decreases as the seeing gets worse (the �2 of the null tests
are 82 and 877). For each sample, we will define systematic weights
to correct for these relationships, as described in the following para-
graphs.

For CMASS, we define weights in a manner similar as applied
in Anderson et al. (2014). We find the relationship with seeing is
more severe in the SGC compared to the NGC, and we therefore
determine the weights separately in each region. We find the best-
fit parameters to the following model

n
g

= A
see


1� erf

✓
S
i

�B
see

�
see

◆�
, (35)

where S
i

denotes the i-band seeing. The middle panel of Fig. 3
displays the observed relationships for the data in each hemisphere
and the best-fit model. For the NGC (SGC), the best-fit parameters
are A

see

= 0.5205(0.5344), B
see

= 2.844(2.267),and �
see

=

1.236(0.906). The �2 are 5.4 and 6.9 for the NGC and SGC,
to be compared to 7 degrees of freedom. The seeing-dependent
weights are simply given by the inverses of the best-fit relation-
ships. The combined SGC+NGC relationship, after applying the
seeing-dependent weights, is displayed using a solid black curve.
The error-bars are suppressed, but the �2 of the null test is 7.7 for
10 data points.

For LOWZE3, the inclusion of the z-band star/galaxy separa-
tion cut introduces a strong relationship between the galaxy density
and the seeing. We find the effect is strongly magnitude dependent.
We therefore divide the sample by the i

mod

magnitude (i- and z-
band magnitudes are strongly correlated at these redshifts and the
SDSS i-band is less prone to zero-point fluctuations) and define
weights in a manner analogous to how we defined the CMASS
stellar density weights by splitting the sample based on i

fib2

mag-
nitudes. We divide the sample into four bins based on the galaxies’
i
mod

magnitude, i < 17.5, 17.5 < i < 18, 18 < i < 18.5,
and i > 18.5, and fit a linear relationship to each and then inter-
polate to obtain the weight as a function of the local i-band see-
ing and the galaxy’s i

mod

magnitude. The measurement in these
four magnitude bins is displayed by the points with error-bars in
the bottom panel of Fig. 3. The dashed curves display the best-fit
linear relationship to each. We find the slope of the best-fits, `, is
well-approximated by

` = b+m(i
mod

� 16)

1

2 , (36)

with b = 0.875 and m = �2.226. Thus, given that the mean seeing
over the footprint is 1.25, the relationship between i band seeing,
LOWZE3 density, and i

mod

is given by

n
LE3

(S
i

, i
mod

) = 1 + (S
i

� 1.25)`(i
mod

). (37)

We set `
min

= �2 and take the the inverse of Eq. 37 the in order to
apply weights to the LOWZE3 sample, setting any weights greater
than 5 to 5.

The impact of the seeing weights we apply on the measured
clustering of the CMASS and LOWZE3 samples is presented in
Section 5.1.

4.3 Sky background, Airmass, Extinction

As for previous BOSS data releases, we test against three addi-
tional potential systematic quantities, each which affects the depth

Figure 3. The relationship between observed density of BOSS galax-
ies and i-band seeing. Top panel: The relationships for CMASS and the
three LOWZ selections. Middle panel: The relationships for CMASS NGC
and SGC. The dashed curves display the best-fit relationship used to de-
fine the weights that correct for the observed trends. The solid curve dis-
plays the measured relationship for the combined NGC+SGC sample, af-
ter the weights have been applied. Bottom panel: The relationships for the
LOWZE3 sample, split into four bins by i

mod

magnitude. These relation-
ships are used to define the weights applied the LOWZE3 sample.

of the imaging data: sky background, airmass, and Galactic extinc-
tion. These are shown for the CMASS and LOWZ samples in Fig.
4. For sky-background and airmass, the �2 values of the null test
range between 9 (for CMASS against sky background) and 18 (for
LOWZ against airmass), to be compared to the 10 data points in
each case. For Galactic extinction, the �2 are somewhat larger: 35
for the CMASS sample and 26 for LOWZ. However, these large
�2 are dominated by the value at the lowest extinction, which is

c� 2014 RAS, MNRAS 000, 1–12
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Figure 4. The relationship between observed density and sky background,
Galactic extinction, and airmass, for CMASS and LOWZ..

low by 3 per cent for both LOWZ and CMASS (this is weird). Re-
moving this data point reduces the �2 to 19 and 18, for LOWZ and
CMASS. For E(B-V) < 0.1, no trend is apparent. At greater values
of extinction, there is a marginally significant increase in the den-
sity for both LOWZ and CMASS. This apparent trend is part of the
motivation for masking BOSS data with E(B-V) > 0.15.

We do not find any clear trends between the density of
BOSS galaxies and sky background, Galactic extinction, or air-
mass. Therefore, like in previous BOSS analyses, we do not weight
BOSS galaxies according to any of these quantities. In the fol-
lowing Section, we test the clustering measurements against veto
masks based on these quantities.

5 BOSS GALAXY CLUSTERING

In this section, we show the clustering of BOSS galaxies. We de-
termine the relative importance of the systematic weights we ap-
ply. We then show BOSS clustering results when the samples are
divided by hemisphere (NGC and SGC) and by targeting selec-
tion (LOWZ, LOWZE2, LOWZE3, and CMASS). We conclude by
showing the clustering of the combined BOSS sample, split by red-
shift.

5.1 Effect of weights

The CMASS sample contains the most signal-to-noise of any par-
ticular BOSS selection, has a larger percentage of close-pair and
redshift failures (5.4 and 1.8 per cent), and uses weights for both
stellar density and seeing to correct for systematic decencies in the
observed number density. We test the impact of these weights by
comparing the clustering measured with the weights applied to that
without. For the monopole, these differences are displayed in the
top panel of Fig. 5. In order to assess the total potential impact of
the weights, we find the total �2 difference between the clustering
measured with and without the weights. The relative importance
of each weight is as one would expect visually: the �2 are 13.1,
3.7, 2.1, and 0.1 for stellar density, close pair, redshift failure, and
seeing weights.

The importance of the weights is smaller for CMASS ⇠
2

than
⇠
0

, as one can see in the 2nd to the top panel in Fig. 5. The �2 are
0.5, 2.5, 2.3, and 0.1 for stellar density, close pair, redshift failure,
and seeing weights. Unsurprisingly, the weights that affect the ra-
dial distribution are most important for ⇠

2

, and the redshift failure
weights are slightly more important for ⇠

2

than for ⇠
0

. For both
⇠
0

and ⇠
2

, the seeing weights have negligible impact. The �2 dif-
ference is only 0.1 for both, implying that the greatest difference

Figure 5. The change in the measured of the correlation function, when
applying different systematic weights. The grey shaded region displays the
1� uncertainty obtained from mock samples.
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Figure 11. Number density of all four target classes assuming our fidu-
cial cosmology with ⌦

m

= 0.31, along with the sum of the CMASS and
LOWZ number densities (black).

to account for various observational artefacts (Eq. 50). The inclu-
sion of wsystot,i in the estimate for p(z) accounts for any impact
of the angular systematics on the (normalised) redshift distribution,
through e.g., the ifib2 dependence of the stellar weights. However,
our estimator for the angular target density does not recover the
true target density in the absence of stars and imperfect seeing,
but an average target density over the survey footprint. Finally, we
use the fiducial cosmology to determine the number of targets per
h�3Mpc3. The result is shown in Fig. 11 for all four target classes,
as well as the sum of the CMASS and LOWZ sample number densi-
ties (with duplicate CMASS and LOWZ targets counted only once).
The CMASS+LOWZ number density reaches a local minimum in
the overlap region of n̄(z = 0.41) = 2.2 ⇥ 10�4 h�3Mpc3. As
reported in the previous sections, survey incompleteness, fibre col-
lisions, redshift failures, and stars in the target sample all reduce
the average angular density of good galaxy redshifts compared to
the angular target density; their aggregate impact is a 10% (4.4%)
reduction for CMASS (LOWZ). Finally, we compute the effective
volume Ve↵ , which quantifies the reach of a sample for making
cosmological measurements, for the CMASS and LOWZ samples
following the same algorithm outlined in Anderson et al. (2014b),
summing over 200 redshift shells

Ve↵ =
X

i

✓
n̄(z

i

)P0

1 + n̄(z
i

)P0

◆2

�V (z
i

) , (52)

where �V (z
i

) is the volume of the shell at z
i

, and we assume that
P0 = 10 000h�3Mpc3, which we have changed since DR11, so
the numbers are not directly comparable to Anderson et al. (2014b).
We find Ve↵ = 5.1Gpc3 for CMASS and 2.3Gpc3 for LOWZ.

6.7 FKP weights

Feldman, Kaiser & Peacock (1994), hereafter FKP, showed that
the optimal weighting of galaxies as a function of redshift de-
pends on the number density of galaxy tracers. The optimal weight

wFKP depends on the amplitude of the power spectrum in the
power spectrum bin of interest. In practice, we use the same value
P0 = 10000 h�3Mpc3 to estimate both the power spectrum and
correlation function on all scales. This value of P0 corresponds
to the observed power spectrum at k ⇡ 0.15 hMpc�1. The field
‘WEIGHT FKP’ in the DR12 galaxy and random catalogues is
given by

wFKP,i =
1

1 + n̄(z
i

)P0
(53)

for an object with redshift z
i

, where n̄(z
i

) is computed by lin-
ear interpolation over bins with �z = 0.005 starting at z = 0.
The wFKP weight is optional in LSS analyses. To utilize these
weights in a large scale structure analysis, one must weight both
data and random objects; the final weight of galaxy i is therefore
wtot,iwFKP,i and the final weight of random object j is wFKP,j. If
one does not use the FKP weights (i.e., as in Reid et al. 2014), con-
sistent weightings of the galaxy and random catalogues are wtot,i

and w
j

= 1, respectively.
Earlier data releases adopted a different fiducial cosmology

and assumed P0 = 20000 h�3Mpc3 to compute wFKP. Perci-
val, Verde, & Peacock (2004) updated the analysis of Feldman,
Kaiser & Peacock (1994) to a weighting scheme that accounts for
luminosity-dependent clustering; such weights will be presented
for the BOSS galaxy samples in a forthcoming BOSS team pa-
per. However, because our target selection algorithm is so efficient
at selecting massive galaxies, the gain provided by luminosity-
dependent weights is modest for our sample.

7 COMBINED CATALOGUE CREATION

For the purpose of providing a maximally contiguous three dimen-
sional density field estimate, in DR12 we provide a new catalogue
that combines the CMASS sample with the three lower redshift
samples: LOWZE2 (chunk 2), LOWZE3 (chunks 3-6), and LOWZ
(chunks > 7). See Appendix A for details of the LOWZE2 and
LOWZE3 samples. A precise geometric description of the sky area
covered by each sample is provided in mangle mask format, con-
structed such that every sector included in the CMASS mask is
included in exactly one of the LOWZE2, LOWZE3, or LOWZ
footprints. We also construct two additional masks, one includ-
ing the LOWZE2 + LOWZ sky coverage and another including the
LOWZE3 + LOWZ sky coverage.

Using those masks, we first generate a LOWZE2 catalogue
including chunk 2 and chunks > 7 and a LOWZE3 catalogue
including chunks > 3 using the target selection algorithms de-
tailed in Appendix A. This is possible since all the galaxies passing
LOWZE2 and LOWZE3 cuts will also pass the LOWZ cuts. Pro-
ducing a catalogue across a larger fraction of the sky allows a more
accurate estimate of n̄(z) for the LOWZE2 and LOWZE3 samples
(and therefore a better means of assigning redshifts to the random
galaxy sample). Without this step, the average density in chunk2
and chunks 3-6 would be poorly determined and could lead to erro-
neous reconstruction flows towards or away from those regions in
the final combined catalogues. As discussed in Sec. 6.4 and Ross et
al. (2015), there is a significant correlation between i-band seeing
and LOWZE3 target density which we remove using a systematic
weight given by Eq. (48); LOWZE2 and LOWZ samples require no
systematic weight corrections. We follow this same procedure with
some minor but important differences when combining CMASS
and LOWZ catalogues. After full footprint data and random cat-
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Figure 8. Completeness maps for both the LOWZ and CMASS samples in the north and south Galactic caps. The mean completeness is 98.8% for the CMASS
sample shown in the left panels, and 97.2% for the LOWZ sample in the right-hand panels. Gaps correspond to early chunks as shown in Fig. A1.

But this was not done for the DR12 sample. If we had addi-
tionally applied the fibre completeness cut (first criterion above),
for DR12 we would have rejected an additional 30 (56) deg2 from
the CMASS (LOWZ) mask; if instead we had applied the red-
shift success cut in DR12 (second criterion above), we would have
rejected an additional 1.7 (1.4) deg2 from the CMASS (LOWZ)
mask. The difference between the earlier mask selection and the
algorithm described above applied to DR12 constitute negligible
changes on the survey mask. The two algorithms agree to within
0.3% of the total mask area for both the CMASS and LOWZ sam-
ples. Finally, the classification of Ncp,i and Nmissed,i has slightly
changed in DR12 relative to DR9-DR11; see Sec. 6.1.

5.1.1 Veto Masks

While the basic geometry of the survey is encapsulated in the sur-
vey mask described in the previous sections, there remain many
small regions within it where we could not have observed galax-
ies. Although they are individually small, they are not randomly
distributed across the sky, and sum to a significant area, and so we
exclude them from any analysis. We represent those regions by a set
of veto masks, and remove “randoms” that fall within these masks.
The masks are:

• Centerpost mask: Each Sloan plate is secured to the focal
plane by a central bolt: no targets coinciding with the centerpost
of a spectroscopic tile can be observed. This mask reduces the sur-
vey area by 0.04%.
• Collision priority mask: Ly�↵ quasar targets receive higher

priority than BOSS galaxy targets in the tiling algorithm; in re-
gions of only a single spectroscopic tile, BOSS galaxy targets are
unobservable within a fibre collision radius (6200) of those targets.
Treating the high-priority quasar target locations as uncorrelated
with the galaxy density field and neglecting any recovered galaxy

targets in tile overlap regions, we can simply account for the high-
priority quasars by masking a 6200 radius around each. This mask
reduces the survey area by 1.5%.
• Bright stars mask: We mask an area around stars in the Ty-

cho catalogue (Høg et al. 2000) with Tycho B
T

magnitude within
[6,11.5] with magnitude-dependent radius

R = (0.0802B2
T

� 1.860B
T

+ 11.625) arcmin. (44)

This mask reduces the area by 1.9%.
• Bright objects mask: The standard bright star mask occasion-

ally misses some bright stars that impact the SDSS imaging data
quality. Additionally, a small number of bright local galaxies satu-
rate the imaging as well, affecting target selection in their outskirts.
These objects were identified by visual inspection, and the mask
radii for each object were also determined in this manner, ranging
from 0.1 � to 1.5 �. The number of objects in this mask is ⇠ 125,
subtending a total area of 43.8 deg2. The list of objects is described
in section 2.1 of (Rykoff et al. 2014). This mask covers 0.4% of the
BOSS area.
• Non-photometric conditions mask: We mask regions where

the imaging was not photometric in g, r, or i bands, the PSF mod-
elling failed, the imaging reduction pipeline timed out (usually due
to too many blended objects in a single field, caused by a high stel-
lar density), or the image was identified as having any other critical
problems. This mask reduces the area by 3.4%.
• Seeing cut: we discard regions where the point spread function

full width half maximum (labeled ’PSF FHWM’ in the catalogues)
is greater than 2.3, 2.1, 2.0 in the g, r, and i band, respectively.
The rationale for this cut is to decrease the variation of target den-
sity and properties with seeing due to the star galaxy separation
(Eqns. 12, 20, and 21) and ifib2 cuts. This cut removes an addi-
tional 0.5% (1.7%) of the NGC (SGC) footprint.
• Extinction cut: for similar reasons, we also discard areas

where the E(B � V ) extinction (labeled ’EB MINUS V’ in the
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Figure 11. Number density of all four target classes assuming our fidu-
cial cosmology with ⌦

m

= 0.31, along with the sum of the CMASS and
LOWZ number densities (black).

to account for various observational artefacts (Eq. 50). The inclu-
sion of wsystot,i in the estimate for p(z) accounts for any impact
of the angular systematics on the (normalised) redshift distribution,
through e.g., the ifib2 dependence of the stellar weights. However,
our estimator for the angular target density does not recover the
true target density in the absence of stars and imperfect seeing,
but an average target density over the survey footprint. Finally, we
use the fiducial cosmology to determine the number of targets per
h�3Mpc3. The result is shown in Fig. 11 for all four target classes,
as well as the sum of the CMASS and LOWZ sample number densi-
ties (with duplicate CMASS and LOWZ targets counted only once).
The CMASS+LOWZ number density reaches a local minimum in
the overlap region of n̄(z = 0.41) = 2.2 ⇥ 10�4 h�3Mpc3. As
reported in the previous sections, survey incompleteness, fibre col-
lisions, redshift failures, and stars in the target sample all reduce
the average angular density of good galaxy redshifts compared to
the angular target density; their aggregate impact is a 10% (4.4%)
reduction for CMASS (LOWZ). Finally, we compute the effective
volume Ve↵ , which quantifies the reach of a sample for making
cosmological measurements, for the CMASS and LOWZ samples
following the same algorithm outlined in Anderson et al. (2014b),
summing over 200 redshift shells

Ve↵ =
X

i

✓
n̄(z

i

)P0

1 + n̄(z
i

)P0

◆2

�V (z
i

) , (52)

where �V (z
i

) is the volume of the shell at z
i

, and we assume that
P0 = 10 000h�3Mpc3, which we have changed since DR11, so
the numbers are not directly comparable to Anderson et al. (2014b).
We find Ve↵ = 5.1Gpc3 for CMASS and 2.3Gpc3 for LOWZ.

6.7 FKP weights

Feldman, Kaiser & Peacock (1994), hereafter FKP, showed that
the optimal weighting of galaxies as a function of redshift de-
pends on the number density of galaxy tracers. The optimal weight

wFKP depends on the amplitude of the power spectrum in the
power spectrum bin of interest. In practice, we use the same value
P0 = 10000 h�3Mpc3 to estimate both the power spectrum and
correlation function on all scales. This value of P0 corresponds
to the observed power spectrum at k ⇡ 0.15 hMpc�1. The field
‘WEIGHT FKP’ in the DR12 galaxy and random catalogues is
given by

wFKP,i =
1

1 + n̄(z
i

)P0
(53)

for an object with redshift z
i

, where n̄(z
i

) is computed by lin-
ear interpolation over bins with �z = 0.005 starting at z = 0.
The wFKP weight is optional in LSS analyses. To utilize these
weights in a large scale structure analysis, one must weight both
data and random objects; the final weight of galaxy i is therefore
wtot,iwFKP,i and the final weight of random object j is wFKP,j. If
one does not use the FKP weights (i.e., as in Reid et al. 2014), con-
sistent weightings of the galaxy and random catalogues are wtot,i

and w
j

= 1, respectively.
Earlier data releases adopted a different fiducial cosmology

and assumed P0 = 20000 h�3Mpc3 to compute wFKP. Perci-
val, Verde, & Peacock (2004) updated the analysis of Feldman,
Kaiser & Peacock (1994) to a weighting scheme that accounts for
luminosity-dependent clustering; such weights will be presented
for the BOSS galaxy samples in a forthcoming BOSS team pa-
per. However, because our target selection algorithm is so efficient
at selecting massive galaxies, the gain provided by luminosity-
dependent weights is modest for our sample.

7 COMBINED CATALOGUE CREATION

For the purpose of providing a maximally contiguous three dimen-
sional density field estimate, in DR12 we provide a new catalogue
that combines the CMASS sample with the three lower redshift
samples: LOWZE2 (chunk 2), LOWZE3 (chunks 3-6), and LOWZ
(chunks > 7). See Appendix A for details of the LOWZE2 and
LOWZE3 samples. A precise geometric description of the sky area
covered by each sample is provided in mangle mask format, con-
structed such that every sector included in the CMASS mask is
included in exactly one of the LOWZE2, LOWZE3, or LOWZ
footprints. We also construct two additional masks, one includ-
ing the LOWZE2 + LOWZ sky coverage and another including the
LOWZE3 + LOWZ sky coverage.

Using those masks, we first generate a LOWZE2 catalogue
including chunk 2 and chunks > 7 and a LOWZE3 catalogue
including chunks > 3 using the target selection algorithms de-
tailed in Appendix A. This is possible since all the galaxies passing
LOWZE2 and LOWZE3 cuts will also pass the LOWZ cuts. Pro-
ducing a catalogue across a larger fraction of the sky allows a more
accurate estimate of n̄(z) for the LOWZE2 and LOWZE3 samples
(and therefore a better means of assigning redshifts to the random
galaxy sample). Without this step, the average density in chunk2
and chunks 3-6 would be poorly determined and could lead to erro-
neous reconstruction flows towards or away from those regions in
the final combined catalogues. As discussed in Sec. 6.4 and Ross et
al. (2015), there is a significant correlation between i-band seeing
and LOWZE3 target density which we remove using a systematic
weight given by Eq. (48); LOWZE2 and LOWZ samples require no
systematic weight corrections. We follow this same procedure with
some minor but important differences when combining CMASS
and LOWZ catalogues. After full footprint data and random cat-
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Figure 8. Completeness maps for both the LOWZ and CMASS samples in the north and south Galactic caps. The mean completeness is 98.8% for the CMASS
sample shown in the left panels, and 97.2% for the LOWZ sample in the right-hand panels. Gaps correspond to early chunks as shown in Fig. A1.

But this was not done for the DR12 sample. If we had addi-
tionally applied the fibre completeness cut (first criterion above),
for DR12 we would have rejected an additional 30 (56) deg2 from
the CMASS (LOWZ) mask; if instead we had applied the red-
shift success cut in DR12 (second criterion above), we would have
rejected an additional 1.7 (1.4) deg2 from the CMASS (LOWZ)
mask. The difference between the earlier mask selection and the
algorithm described above applied to DR12 constitute negligible
changes on the survey mask. The two algorithms agree to within
0.3% of the total mask area for both the CMASS and LOWZ sam-
ples. Finally, the classification of Ncp,i and Nmissed,i has slightly
changed in DR12 relative to DR9-DR11; see Sec. 6.1.

5.1.1 Veto Masks

While the basic geometry of the survey is encapsulated in the sur-
vey mask described in the previous sections, there remain many
small regions within it where we could not have observed galax-
ies. Although they are individually small, they are not randomly
distributed across the sky, and sum to a significant area, and so we
exclude them from any analysis. We represent those regions by a set
of veto masks, and remove “randoms” that fall within these masks.
The masks are:

• Centerpost mask: Each Sloan plate is secured to the focal
plane by a central bolt: no targets coinciding with the centerpost
of a spectroscopic tile can be observed. This mask reduces the sur-
vey area by 0.04%.
• Collision priority mask: Ly�↵ quasar targets receive higher

priority than BOSS galaxy targets in the tiling algorithm; in re-
gions of only a single spectroscopic tile, BOSS galaxy targets are
unobservable within a fibre collision radius (6200) of those targets.
Treating the high-priority quasar target locations as uncorrelated
with the galaxy density field and neglecting any recovered galaxy

targets in tile overlap regions, we can simply account for the high-
priority quasars by masking a 6200 radius around each. This mask
reduces the survey area by 1.5%.
• Bright stars mask: We mask an area around stars in the Ty-

cho catalogue (Høg et al. 2000) with Tycho B
T

magnitude within
[6,11.5] with magnitude-dependent radius

R = (0.0802B2
T

� 1.860B
T

+ 11.625) arcmin. (44)

This mask reduces the area by 1.9%.
• Bright objects mask: The standard bright star mask occasion-

ally misses some bright stars that impact the SDSS imaging data
quality. Additionally, a small number of bright local galaxies satu-
rate the imaging as well, affecting target selection in their outskirts.
These objects were identified by visual inspection, and the mask
radii for each object were also determined in this manner, ranging
from 0.1 � to 1.5 �. The number of objects in this mask is ⇠ 125,
subtending a total area of 43.8 deg2. The list of objects is described
in section 2.1 of (Rykoff et al. 2014). This mask covers 0.4% of the
BOSS area.
• Non-photometric conditions mask: We mask regions where

the imaging was not photometric in g, r, or i bands, the PSF mod-
elling failed, the imaging reduction pipeline timed out (usually due
to too many blended objects in a single field, caused by a high stel-
lar density), or the image was identified as having any other critical
problems. This mask reduces the area by 3.4%.
• Seeing cut: we discard regions where the point spread function

full width half maximum (labeled ’PSF FHWM’ in the catalogues)
is greater than 2.3, 2.1, 2.0 in the g, r, and i band, respectively.
The rationale for this cut is to decrease the variation of target den-
sity and properties with seeing due to the star galaxy separation
(Eqns. 12, 20, and 21) and ifib2 cuts. This cut removes an addi-
tional 0.5% (1.7%) of the NGC (SGC) footprint.
• Extinction cut: for similar reasons, we also discard areas

where the E(B � V ) extinction (labeled ’EB MINUS V’ in the
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sample shown in the left panels, and 97.2% for the LOWZ sample in the right-hand panels. Gaps correspond to early chunks as shown in Fig. A1.

But this was not done for the DR12 sample. If we had addi-
tionally applied the fibre completeness cut (first criterion above),
for DR12 we would have rejected an additional 30 (56) deg2 from
the CMASS (LOWZ) mask; if instead we had applied the red-
shift success cut in DR12 (second criterion above), we would have
rejected an additional 1.7 (1.4) deg2 from the CMASS (LOWZ)
mask. The difference between the earlier mask selection and the
algorithm described above applied to DR12 constitute negligible
changes on the survey mask. The two algorithms agree to within
0.3% of the total mask area for both the CMASS and LOWZ sam-
ples. Finally, the classification of Ncp,i and Nmissed,i has slightly
changed in DR12 relative to DR9-DR11; see Sec. 6.1.

5.1.1 Veto Masks

While the basic geometry of the survey is encapsulated in the sur-
vey mask described in the previous sections, there remain many
small regions within it where we could not have observed galax-
ies. Although they are individually small, they are not randomly
distributed across the sky, and sum to a significant area, and so we
exclude them from any analysis. We represent those regions by a set
of veto masks, and remove “randoms” that fall within these masks.
The masks are:

• Centerpost mask: Each Sloan plate is secured to the focal
plane by a central bolt: no targets coinciding with the centerpost
of a spectroscopic tile can be observed. This mask reduces the sur-
vey area by 0.04%.
• Collision priority mask: Ly�↵ quasar targets receive higher

priority than BOSS galaxy targets in the tiling algorithm; in re-
gions of only a single spectroscopic tile, BOSS galaxy targets are
unobservable within a fibre collision radius (6200) of those targets.
Treating the high-priority quasar target locations as uncorrelated
with the galaxy density field and neglecting any recovered galaxy

targets in tile overlap regions, we can simply account for the high-
priority quasars by masking a 6200 radius around each. This mask
reduces the survey area by 1.5%.
• Bright stars mask: We mask an area around stars in the Ty-

cho catalogue (Høg et al. 2000) with Tycho B
T

magnitude within
[6,11.5] with magnitude-dependent radius

R = (0.0802B2
T

� 1.860B
T

+ 11.625) arcmin. (44)

This mask reduces the area by 1.9%.
• Bright objects mask: The standard bright star mask occasion-

ally misses some bright stars that impact the SDSS imaging data
quality. Additionally, a small number of bright local galaxies satu-
rate the imaging as well, affecting target selection in their outskirts.
These objects were identified by visual inspection, and the mask
radii for each object were also determined in this manner, ranging
from 0.1 � to 1.5 �. The number of objects in this mask is ⇠ 125,
subtending a total area of 43.8 deg2. The list of objects is described
in section 2.1 of (Rykoff et al. 2014). This mask covers 0.4% of the
BOSS area.
• Non-photometric conditions mask: We mask regions where

the imaging was not photometric in g, r, or i bands, the PSF mod-
elling failed, the imaging reduction pipeline timed out (usually due
to too many blended objects in a single field, caused by a high stel-
lar density), or the image was identified as having any other critical
problems. This mask reduces the area by 3.4%.
• Seeing cut: we discard regions where the point spread function

full width half maximum (labeled ’PSF FHWM’ in the catalogues)
is greater than 2.3, 2.1, 2.0 in the g, r, and i band, respectively.
The rationale for this cut is to decrease the variation of target den-
sity and properties with seeing due to the star galaxy separation
(Eqns. 12, 20, and 21) and ifib2 cuts. This cut removes an addi-
tional 0.5% (1.7%) of the NGC (SGC) footprint.
• Extinction cut: for similar reasons, we also discard areas

where the E(B � V ) extinction (labeled ’EB MINUS V’ in the
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Figure 7. The clustering of BOSS galaxies, using the four different target-
ing specifications.

as the LOWZ selection, with 131deg2 more area and a lower num-
ber density. We should thus expect consistent clustering measure-
ments. Its correlation function is displayed using a green curve in
Fig. 7. For both ⇠

0

and ⇠
2

, it appears consistent with the LOWZ
measurements, but with a slightly higher clustering amplitude. In-
deed, using the LOWZ covariance matrix, we find a �2 of 23 for
the monopole and 19 for the quadrupole when testing the range
20 < s < 200 (36 data points). Multiplying the LOWZ ⇠

0

by 1.04
reduces the �2 to 20. Applying a factor to the quadrupole does not
significantly reduce the �2. These �2/dof are much less than one,
as expected for measurements that are highly correlated.

The clustering amplitude of the CMASS sample is clearly
lower than that of the LOWZ sample. Again, using the covariance
matrix of the LOWZ sample, we find the �2 between two measure-
ments, scaling the CMASS result by a constant factor. We find a
minimum �2 of 34 for a factor 1.12 for the monopole and 41 for
the quadrupole, applying a factor of 1.27. This implies the shapes
of the measured monopole and quadrupole are consistent between
the CMASS and LOWZ samples.

The LOWZE3 sample covers the same area as the LOWZ foot-
print, with an additional 755deg2, a lower number density, and large
weights that account for variations in target density with seeing.
The correlation function of this sample is displayed using a black
curve in Fig. 7. The measurements appear qualitatively similar to
the LOWZ measurements, especially for the quadrupole, but with a
slightly greater clustering amplitude for ⇠

0

. However, even allow-
ing for a constant multiple, the �2 is 83 for the monopole, when
applying a factor of 1.10, in the range 20 < s < 200h�1Mpc
(36 data points). The high �2 is not due to any particular scale; it

Figure 8. ⇠
0

and ⇠
2

for BOSS galaxies.

is 48 for the 20 data points with s < 120h�1Mpc and 31 for the
16 with s > 120h�1Mpc. The quadrupole gives somewhat better
agreement, as the �2 is 50 for the range 20 < s < 200h�1Mpc
(applying a constant factor does not significantly improve the �2).
These results suggest that the LOWZE3 measurements are noisier
than the LOWZ ones, as should be the case, as their number density
is considerably lower (quote numbers). The main effect of reduc-
ing the number density should be to increase the shot-noise compo-
nent of the covariance matrix, which primarily affects the diagonal
elements. Increasing the size of the diagonal by 10 per cent reduces
the �2 to 36 for ⇠

0

and 24 for ⇠
2

5.4 Combined BOSS sample

Finally, we show the clustering of the BOSS galaxy sample, i.e., the
combined sample of LOWZ, LOWZE2, LOWZE3, and CMASS,
applying all of the weights defined in the previous section. The
measurements are displayed in Fig. 8. We measure the clustering
for two samples, one with 0.2 < z < 0.5 (red squares) and the
other with 0.5 < z < 0.75 (blue diamonds), with the monopole in
the top panel and the quadrupole in the bottom.

The dotted curves in Fig. 8 display the mean of the QPM
mock samples. The covariance between the s bins makes the match
between the mean of the mocks and the measured clustering better
than might be guessed. For the monopole and 0.2 < z < 0.5 it is
54 for the 32 measurement bins with 20 < s < 180h�1Mpc, while
for 0.5 < z < 0.75, it is 35 for the same range of scales. For the
quadrupole, it is 46 for 0.2 < z < 0.5 and 40 for 0.5 < z < 0.75.
Allowing the mean of the mocks to be scaled by a constant value,
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16 with s > 120h�1Mpc. The quadrupole gives somewhat better
agreement, as the �2 is 50 for the range 20 < s < 200h�1Mpc
(applying a constant factor does not significantly improve the �2).
These results suggest that the LOWZE3 measurements are noisier
than the LOWZ ones, as should be the case, as their number density
is considerably lower (quote numbers). The main effect of reduc-
ing the number density should be to increase the shot-noise compo-
nent of the covariance matrix, which primarily affects the diagonal
elements. Increasing the size of the diagonal by 10 per cent reduces
the �2 to 36 for ⇠
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and 24 for ⇠
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5.4 Combined BOSS sample

Finally, we show the clustering of the BOSS galaxy sample, i.e., the
combined sample of LOWZ, LOWZE2, LOWZE3, and CMASS,
applying all of the weights defined in the previous section. The
measurements are displayed in Fig. 8. We measure the clustering
for two samples, one with 0.2 < z < 0.5 (red squares) and the
other with 0.5 < z < 0.75 (blue diamonds), with the monopole in
the top panel and the quadrupole in the bottom.

The dotted curves in Fig. 8 display the mean of the QPM
mock samples. The covariance between the s bins makes the match
between the mean of the mocks and the measured clustering better
than might be guessed. For the monopole and 0.2 < z < 0.5 it is
54 for the 32 measurement bins with 20 < s < 180h�1Mpc, while
for 0.5 < z < 0.75, it is 35 for the same range of scales. For the
quadrupole, it is 46 for 0.2 < z < 0.5 and 40 for 0.5 < z < 0.75.
Allowing the mean of the mocks to be scaled by a constant value,
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BOSS DR12 (final) results
• CMASS/LOWZ results are out	

!

• Combined sample results to 
follow	

• Final result will be one (set of) 
likelihood(s) that combines 
BAO/RSD results	

• Preliminary fits look good!

BOSS DR12; Ross et al. (in prep.)
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Future/Starting Surveys
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Current/Future Surveys
• eBOSS	


• 1 year of observations	


• ~1 million more spectra, extending to 
higher redshift	


• The Dark Energy Survey (DES) 	


• 2 years of data taken	


• 300 million galaxies (photozs)	


• Dark Energy Spectroscopic Instrument 
(DESI)	


• 20 million galaxy redshifts!
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BAO Measurements

• Gap between 0.6 < z < 2.2

D
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eBOSS

• Use SDSS telescope/spectrograph to extend BAO to > z!

• 7500 deg2 in SDSS imaging footprint!

• Supplement SDSS with infrared data from WISE

eBOSS LRGs & quasars
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eBOSS projections

• 3x105 LRGs 0.6 < z < 1.0!

• 2x105 ELGs 0.7 < z < 1.1!

• 6x105 quasars 0.9 < z < 
2.2!

• x3 improvement in DE 
FoM!

• Early clustering 
measurements consistent
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eBOSS quasars
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eBOSS quasars
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DES projections

• Extrapolating from 
science verification (SV) 
data:!

• >108 photometric 
redshifts over 5000 deg2 
of SGC!

• High number density will 
allow precise z~1 BAO 
measurement
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Figure 10. Angular auto-correlation functions, w(✓), in photo-z bins for our flux limited sample (i < 22.5) spanning a broad range in redshift, from z ⇠ 0.2 to 1.2.
Blue circles correspond to the measurements after correcting our sample for systematics as discussed in Sec. 6, while red squares is before such corrections (only
shown when relevant). Solid lines correspond to a linear bias model applied to the non-linear matter w(✓) computed with Halofit. The best-fit bias displayed
was obtained from fitting the range of scales shown in each case (main panels). Dashed lines correspond to linear theory, with the same value of the bias. Note how
the simple “linear bias” model describes the clustering towards scales considerably smaller than the linear regime shown by dashed lines. The inset panels show the
performance of the best-fit “linear bias” model towards smaller scales than the ones used in the fit (main panels), see text for a detailed discussion.

BPZ (template method): best-fit bias and 1� error

Photo-z Baseline + Bad Area + Gal-Syst �

2
/

Bin Mask Masking Cross-Corr d.o.f.

0.2 < z < 0.4 1.28± 0.07 1.20± 0.07 1.05± 0.07 2.5/7

0.4 < z < 0.6 1.25± 0.05 1.26± 0.05 1.23± 0.05 8.3/8

0.6 < z < 0.8 1.35± 0.04 � � 2.3/9

0.8 < z < 1.0 1.54± 0.02 � � 10.3/10

1.0 < z < 1.2 2.20± 0.07 2.17± 0.09 � 3.6/10

Table 2. Impact of the different corrections for observational systematic ef-
fects on the derived best-fit bias b for the tomographic bins selected with our
template method. The baseline mask is described in Sec. 4.1 and corresponds
to all regions where our sample is complete (i.e. 10� depth i >= 22.5).
The third column corresponds to an additional masking of regions with high
values of potential systematic variables such as seeing, where we observe
large decrements in galaxy density (as described in Sec. 6.1). The fourth col-
umn refers to further corrections to w(✓) after these masks, in cases where
the data still correlates with maps for potential systematics (as discussed in
Sec. 6.2). The fifth column reports the �

2
/d.o.f after all corrections ap-

plied. Empty entries refer to cases where such corrections were not necessary.
These values were obtained after fitting the “linear growth” model for scales
✓ > ✓min = (0.26, 0.18, 0.12, 0.08, 0.06) deg., from first to last z -bin.

have chosen to display the clustering measurements to scales that go
beyond the linear regime.

There is good qualitative agreement between the linear bias

TPZ (machine learning method)

Photo-z Baseline + Bad Area + Gal-Syst �

2
/

Bin Mask Masking Cross-Corr d.o.f.

0.2 < z < 0.4 1.18± 0.07 1.13± 0.08 1.07± 0.08 2.1/7

0.4 < z < 0.6 1.29± 0.04 1.30± 0.04 1.24± 0.04 6.7/8

0.6 < z < 0.8 1.34± 0.05 � � 14.5/9

0.8 < z < 1.0 1.56± 0.03 � � 3.7/10

1.0 < z < 1.2 1.97± 0.09 1.96± 0.06 � 4.5/10

Table 3. Same as Table 2 but for the tomographic bins selected with the ma-
chine learning method. Different algorithms for photometric redshift estima-
tion use different data quantities (most notably, template based ones use mag-
nitude errors while most machine learning do not). Thus one expects a different
response to potential systematics.

model and the observed clustering at the scales shown in the main
panels of Fig. 10 (we discuss this more in quantitative terms below
in Sec. 7.3). This result is interesting because it implies that, at least
for projected clustering in angular coordinates, the scale of non-linear
biasing is different from the one of non-linear dark matter clustering.
The latter is currently better understood, so in general terms this result
is relevant. We will come back to it in Sec. 7.3.

We further note that at large scales (✓ & 2

�) all the correlations
tend to zero. This is a signal that systematic effects are under control,

c� 0000 RAS, MNRAS 000, 1–23

Crocce et al. (2015)

• ~120 deg2!

• i < 22.5!

• selection *not* 
optimized for BAO
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DESI

• New spectrograph on 
4-meter Mayal 
telescope!

• 20 million 
spectroscopic redshifts 
over 14,000 deg2!

• Starts 2018
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Conclusions
• Galaxy surveys probe fundamental physics	


• Dark energy	

• Neutrino mass	

• Origin of structure 	

• Test General Relativity	


• BAO measurements are especially powerful and robust 
probe	

• Robust against systematics	

• 1% distance measurement for DR11, DR12 coming 
soon!	

• Future looks great: eBOSS, DES, DESI, (LSST, Euclid)!
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Splitting BOSS by color

Ross et al. (2014), MNRAS, 437, 1109
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BOSS Red/Blue Clustering

Data points are 
strongly correlated

lines are mean of 
mock samples, 
not best-fits

⇠Red ⇠ 2⇠Blue

Ross et al. (2014), MNRAS, 437, 1109
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BAO results
Measure shift, α, relative to model	

Mocks: 	

⟨α⟩Red=1.005,⟨α⟩Blue=1.002; ⟨σ⟩Red=0.027,⟨σ⟩Blue=0.038	


Applying reconstruction:	

⟨α⟩Red=0.9994,⟨α⟩Blue=0.9993; ⟨σ⟩Red=0.020,⟨σ⟩Blue=0.030

• Difference should not be measurable	

• Finding a difference would mean	


• intra-halo processes indicate important differences in 
inter-halo clustering	

• halo-mass dependent tests of methodology not sufficient



Red/Blue RSD Results

Full
Red
Blue
RedxBlue

Ross et al. (2014), MNRAS, 437, 1109

• Consistent results	

• Optimal combination 

gives 8% improvement 
in measurement of f

March 3rd 2014                          Ashley J Ross                  UA Cosmology Colloquium



Theoretical Details

• Red and Blue samples yield consistent results	

•encouraging!	

•optimal results to be obtained by weighting samples	


• Ongoing studies	

• Robustness of reconstruction methods	

• Combining RSD and BAO	

• Optimal redshift binning?	

• Optimal 2D BAO fitting?
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SDSS DR7 z < 0.2

• SDSS main galaxy sample (MGS):	

• 0.07 < z < 0.2; g-r > 0.8; Mr < -21.2	

• Cosmic variance limited 	

• Able to create 1000 mock samples (Howlett et al in prep.)	

• Apply reconstruction to get BAO measurements

Ross et al. in prep.
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z < 0.2 BAO

Ross et al. in prep.

Ross et al. in prep.
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Reconstruction

  

The reconstruction technique
● Simple algorithm -Eisenstein et al. (2006).

● Identifies regions in the density field responsible for bulk flows.

● Estimates and reverses the flow → more linear signal.

● INCREASES THE PRESICION OF OUR DISTANCE MEASUREMENT

● High z
● Uniform
● Sharp Gaussian

1.

● Evolved to z=0
● Ring distorted
● Gaussian wider

2.

● Particles 
moved back.
● Gaussian 
peak sharper

4.

● Lagrangian 
displacements

3.

Figures from Padmanabhan et al. 2012



Reconstruction

• Sharpens BAO feature

16 L. Anderson et al.

Figure 10. Significance of the CMASS DR9 BAO feature before (left) and after (right) reconstruction as measured from P (k). This figure is analogous to
Figure 6 measured from our ⇠(r) analysis. In our P (k) analysis, before reconstruction we detect the BAO in the CMASS DR9 sample at around 5� confidence,
similar to our result for ⇠(r). After reconstruction we see a slight drop in the detection level with respect to the pre-reconstruction result. The global maximum
is found within a valley whose depth is greater than 6�.

Figure 11. Histogram of (↵ � h↵i)/�
↵

measured from P (k) of the post-
reconstruction mocks. This figure is analogous to Fig. 7 obtained from our
fits to ⇠(r). We again see a near-Gaussian distribution as indicated by the
small K-S value. This indicates that the �

↵

values we measure from the �2

distribution are reasonable estimates of the error on ↵ measured by fitting
P (k). Note that round-off accounts for the fact that the quoted D

n

values
are the same in this Figure and Figure 7, while the p-values differ slightly.

As is clearly evident, the data are extremely well matched to the
Gaussian prediction; this is also indicated by the result of a K-S
test.

Finally in this section we consider the average BAO signal re-
covered from the mock catalogues. For each mock, we divide the
measured power spectrum by the smooth component of the best-fit
solution convolved with the survey window function. The average
of these values over all of the mocks is shown in Fig. 12 both before
and after applying the reconstruction algorithm. The average effect
of reconstruction is evident on small scales, with the BAO feature
being enhanced by this algorithm. Fitting to the mocks without as-
suming a prior on ⌃

nl

gives average best-fit values of h⌃

nl

i =

8.24h�1
Mpc before reconstruction and h⌃

nl

i = 4.47h�1
Mpc

Figure 12. Average BAO signal calculated by dividing the measured power
from each of the 600 mocks by the best-fit smooth model (solid symbols
after reconstruction, open symbols before reconstruction). Clearly recon-
struction enhances the small-scale BAO, where cosmic variance errors are
significantly reduced.

following reconstruction, which shows the extent of the improve-
ment afforded by this technique. Note that these are systematically
different from the values of ⌃

nl

recovered from the correlation
function fits, which results from the way in which the non-linear
shape was fitted leading to different effective definitions of ⌃

nl

. In
the P (k) fits, a multiplicative correction was used, while for ⇠(r),
an additive correction was adopted: the ⇠(r) fit required less damp-
ing as he additive correction already acts to damp the importance of
the BAO component, while the multiplicative correction for P (k)
afforded by the free shape is itself multiplied by the BAO model,
and thus more damping is required.

7 THE DISTANCE TO Z = 0.57

We now consider how to combine the power spectrum and correla-
tion function analyses into one estimate for the cosmological dis-
tance scale. Before reconstruction, we find ↵ = 1.016±0.017 from
the correlation function and ↵ = 1.022 ± 0.017 from the power
spectrum. After reconstruction, we find ↵ = 1.024 ± 0.016 from

c
� 2011 RAS, MNRAS 000, 2–33

BAO in SDSS-III BOSS DR9 galaxies 11

Figure 3. The CMASS correlation function before (left) and after (right) reconstruction (crosses) with the best-fit models overplotted (solid lines). Error bars
show the square root of the diagonal covariance matrix elements, and data on similar scales are also correlated. The BAO feature is clearly evident, and well
matched to the best-fit model. The best-fit dilation scale is given in each plot, with the �2 statistic giving goodness of fit.

Figure 4. Average of the mock correlation functions before and after recon-
struction showing that the average acoustic peak sharpens up significantly
after reconstruction. This indicates that, on average, our reconstruction tech-
nique effectively removes some of the smearing caused by non-linear struc-
ture growth, affording us the ability to more precisely centroid the acoustic
peak.

where ~d is the measured correlation function and ~m(↵) is the best-
fit model at each ↵. C is the sample covariance matrix, and we use
a fitting range of 28 < r < 200h�1

Mpc. We therefore fit over 44
points using 5 parameters, leaving us with 39 degrees-of-freedom
(dof). Assuming a multi-variate Gaussian distribution for the fitted
data (this is tested and shown to be a good approximation in Manera
et al. 2012), the probability distribution of ↵ is

p(↵) / e��

2(↵)/2. (28)

The normalisation constant is determined by ensuring that the dis-
tribution integrates to 1. In calculating p(↵), we also impose a 15
per cent Gaussian prior on log(↵) to suppress values of ↵ ⌧ 1

that correspond to the BAO being shifted to the edge of our fit-
ting range at large scales. The sample variance is larger at these

scales, and the fitting algorithm is afforded some flexibility to hide
the acoustic peak within the larger errors.

The standard deviation of this probability distribution serves
as an error estimate on our distance measurement. The standard
deviation �

↵

for the data and each individual mock catalog can be
calculated as �2

↵

= h↵2
i � h↵i2, where the moments of ↵ are

h↵n

i =

Z
d↵ p(↵)↵n . (29)

Note that h↵i refers to the mean of the p(↵) distribution in this
equation only.

In reference to the mocks, h↵i will denote the ensemble mean
of the ↵ values measured from each individual mock, and ↵̃ will
denote the median. The term “Quantiles” will denote the 16th/84th

percentiles, which are approximately the 1� level if the distribution
is Gaussian. The scatter predicted by these quantiles suffers less
than the rms from the effects of extreme outliers.

5.3 Results

Using the procedure described in §5.2, we measure the shift in the
acoustic scale from the CMASS DR9 data to be ↵ = 1.016±0.017
before reconstruction and ↵ = 1.024± 0.016 after reconstruction.
The quoted errors are the �

↵

values measured from the probabil-
ity distributions, p(↵). Plots of the data and corresponding best-
fit models are shown in Fig. 3 for before (left) and after (right)
reconstruction. We see that for CMASS DR9, reconstruction has
not significantly improved our measurement of the acoustic scale.
However, in the context of the mock catalogues, this result is not
surprising.

Fig. 5 shows the �
↵

values measured from the mocks before
reconstruction versus those measured after reconstruction from the
correlation function fits. The CMASS DR9 point is overplotted as
the black star and falls within the locus of mock points. However,
we see that before reconstruction, our recovered �

↵

for CMASS
DR9 is much smaller than the mean expected from the mocks. For
typical cases, reconstruction improves errors on ↵, but if one has a
“lucky” realisation that yields a low error to begin with, then recon-
struction does not produce much improvement. The mock catalog
comparison in Figure 5 shows that the BOSS DR9 data volume

c
� 2011 RAS, MNRAS 000, 2–33

Anderson et al. (2012)

mean of CMASS mock samples



Primordial non-Gaussianity: 
Constraining models of the 

origin of structure
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Inflation

!

• explains origin of structure	

• fNL : ~normalized skewness 

of produced fluctuations	

!

• fNL  should be vanishingly 
small for “slow roll” 
inflation

� = �g + fNL(�2
g � h�2

gi)
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Probing Inflation with Galaxies

!

• fNL : ~normalized skewness 
of primordial fluctuations	

!

• should be vanishingly small 
for slow roll inflation

Dalal et al. (2007)
fNL = -5000

fNL = -500

fNL = 0

fNL = 500

fNL = 5000
375 h-1 Mpc80

 h
-1

 M
pc
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� = �g + fNL(�2
g � h�2

gi)



primordial non-Gaussianity (fNL)

• fNL induces k-2 dependence 
in P(k)
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• Sensitive to treatment of systematics; more 
on this later

Ross et al. (2013), MNRAS, 428, 1116

BOSS DR9

Measuring fNL with BOSS
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BOSS photoz papers: non-Gaussianity

• BOSS photozs+SDSS 
quasars+NVSS radio 
galaxies+CMB+others

• “conservative”:             
fNL = 5±21  

• “Naive”:                        
fNL = 48±8

• WMAP9 CMB bispectrum: 
-3 < fNL < 77 (95% CL; 
Hinshaw et al., 2013)

Giannantonio, et al. 2013

• Planck CMB bispectrum: 
2.7±5.8 (Ade et al. 
2013)
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